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Welcome to the inaugural issue of the JOURNAL OF TURBOMACHINERY. The JOURNAL OF 
TURBOMACHINERY is a spinoff from the Journal of Engineering for Gas Turbines and Power. 
It was created to provide the increased publishing capacity necessary to accommodate the in
creasing number of papers appearing in the field of power generation. This journal will con
centrate on compressor and turbine component technology. Judging from the present 
backlog, the heaviest concentration of papers will be in the area of compressor and turbine 
aerodynamics, followed by turbine cooling and heat transfer. 

The Journal of Engineering for Gas Turbines and Power will continue to publish all papers 
dealing with research, development, and operating experience with complete systems in
cluding gas turbines, fossil fuel and nuclear-fired steam power plants, and internal combus
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appear in the Journal of Fluids Engineering. 
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S. J. Gallimore1 

Rolls-Royce Limited, 
Derby, England 

N. A. Cumpsty 
Whittle Laboratory, 

University of Cambridge, 
England 

Spanwise Mixing in Multistage 
Axial Flow Compressors: Part 
I—Experimental Investigation 
Spanwise mixing has been shown to be an essential feature of multistage compressor 
aerodynamics. The cause of spanwise mixing in multistage axial flow compressors 
has been investigated directly by using an ethylene tracer gas technique in two low-
speed, four-stage machines. The results show that the dominant mechanism is that 
of turbulent type diffusion and not the radial convection of flow properties as has 
been previously suggested. The mixing was also found to be substantially uniform in 
magnitude all the way across the span with levels similar to those found in two-
dimensional turbulent wakes. 

Introduction 
One of the fundamental assumptions that is generally made 

during the design of a multistage compressor is that the flow 
remains on axisymmetric stream surfaces as it passes through 
the machine; this is despite experimental evidence that sug
gests that substantial amounts of radial or spanwise mixing 
can take place. This evidence can be found in the calculation 
of spanwise variations of blade element adiabatic efficiencies 
in the rear stages of multistage machines from measured total 
pressure and temperature profiles. These often indicate higher 
losses at midspan than toward the end walls [1-3], suggesting 
that the high loss fluid near the walls is being redistributed 
across the span by radial mixing. The presence of spanwise 
mixing would also help to explain the existence of the 
repeating stage condition in multistage machines (although 
other aspects of this mechanism need investigating also), the 
flow near the end walls being in a kind of dynamic 
equilibrium, with end-wall loss generation being balanced by 
radial spread away from the walls. (This behavior is similar to 
the existence of the fully developed velocity profile in tur
bulent pipe flow.) 

Adkins and Smith [1] were the first to recognize the poten
tial importance of spanwise mixing and developed an approx
imate theory for calculating its magnitude and effect on 
multistage compressor performance. Their model was based 
on the knowledge that secondary flows have radial velocities 
associated with them. They calculated spanwise velocities by 
considering classical secondary flow theory, end-wall 
boundary layer flow, tip clearance flows, and blade boundary 
layer cross flows. These radial velocities were assumed to con
vert the flow, properties and so cause their radial redistribu
tion. It is important to recognize that the sources of the ap-

' Formerly Whittle Laboratory, University of Cambridge. 
Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS and presented at the 31st International Gas Turbine 
Conference and Exhibit, Dusseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters December 26, 1985. Paper 
No. 86-GT-20. 

parent mixing postulated by Adkins and Smith are deter
ministic secondary flows; the mixing is not produced by some 
random or turbulent diffusion process. Throughflow calcula
tions made using this mixing model showed much improved 
agreement with experimental results for spanwise distributions 
of stagnation temperature and pressure compared to those ob
tained without including the mixing effects. 

The work of Adkins and Smith confirmed that spanwise 
mixing is an important phenomenon in multistage axial com
pressors but it is not clear that the model of mixing based on 
radial convection is the correct one for describing this 
phenomenon. There is no doubt that radial velocities do exist 
but there is little experimental evidence as to their magnitude 
in multistage machines or to the amount of mixing they pro
duce. Wagner et al. [4] studied the mixing across an isolated 
rotor by using a C02 tracer gas technique. The gas was in
jected into the wall boundary layers upstream of the rotor and 
its concentration measured downstream. Although the rotor 
exhibited signs of part span stall (and hence large radial 
velocities on the blade suction surface) at the design flow coef
ficient, the contours showed little radial distortion and the 
measured secondary velocities were of the order of 10 percent 
of the mainstream velocity. They concluded that the radial 
spread of the gas was much the same as one would expect from 
a simple thickening of the concentration profiles due to 
boundary layer growth in an annular duct with no blades pres
ent. In earlier work on the same compressor Dring et al. [5] 
measured total pressure contours in the relative frame of 
reference at various axial positions downstream of the rotor. 
They noted that as the flow proceeded downstream the regions 
of high loss spread out in a way that was primarily a diffusion 
process, with little sign of convective radial redistribution. 
These two results, although taken from an isolated rotor, tend 
to suggest that some kind of diffusion process is dominating 
the radial mixing, rather than redistribution by deterministic 
radial flows. 

One aspect of the flow that was neglected in the mixing 
model of Adkins and Smith [1] was that of turbulent or ran
dom mixing. The flow through a multistage compressor will 
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inevitably be turbulent due to blade wakes, tip clearance 
flows, unsteadiness, etc., and if there are random fluctuations 
in the radial direction they can give rise to turbulent diffusion 
of flow properties across the span. Schlichting and Das [6] and 
Kiock [7] have found that the streamwise turbulence intensity 
well away from the end-wall regions of multistage com
pressors rises to a level of about 6 percent after five stages. 
The radial intensities were not measured but the streamwise 
value gives an indication of its likely level in multistage 
machines. Lakshminarayana and his co-workers [8-11] have 
measured radial turbulence intensities of the order of 20 per
cent in the wakes and end-wall regions downstream of an 
isolated rotor. They also noted that the radial turbulence level 
decayed more gradually than both the tangential and stream-
wise components. These levels should be compared with a 
typical turbulence intensity perpendicular to the wall of 5 per
cent in a turbulent flat plate boundary layer. There is clearly a 
possibility that these high turbulence levels could contribute 
significantly to spanwise mixing. 

This paper reports an experimental investigation aimed at 
determining directly, by means of a tracer gas technique, the 
amount of spanwise mixing in multistage axial compressors 
and the dominant physical mechanism causing it. Attention is 
restricted to operation at peak efficiency or design conditions 
and not to the flow near stall where substantial flow separa
tions are most likely. The use of a tracer gas allows estimates 
to be made of the turbulent species diffusion e. This is related 
to the eddy viscosity v by the Schmidt number Sc, = vie and 
to the eddy thermal conductivity k by the turbulent Lewis 
number Le, = peCp/k. Experimental evidence suggests that 
Sc, and Le, can be reasonably approximated as unity [12-14] 
and this equivalence between e, v, and k will be assumed here 
throughout. It is perhaps worth pointing out why foreign gas 
injection is so helpful: It is because the only source of the 
species is the injection and the spread can be attributed to mix
ing. For momentum and thermal energy, additions are occur
ring through the flow as a result of the flow process and con
tour movements cannot be interpreted solely in terms of v and 
k. 

The experiments which are reported fully in [15] consisted 
of the measurement of the mixing in two low-speed four-stage 
compressors and in a turbulent flat plate boundary layer. The 
results from the two compressors, however, led to identical 
conclusions and so, for the sake of brevity, only the ex
perimental results from the larger of the two machines 
(denoted Compressor A) will be presented here, although the 
results from the other machine (Compressor B) will be used in 
the discussion. 

Compressor A was built recently and is at the Cranfield In
stitute of Technology. These tests were squeezed into an early 
part of the initial testing of the machine. Compressor B was 
loaned to the Whittle Laboratory by Derby Technical College 
and has been described elsewhere [16]; the present build was 
50 percent reaction with 35 deg stagger and 20 deg camber 
blades. 

The purpose of the experiments in the flat plate boundary 

Fig. 1 Schematic diagram of the low-speed wind tunnel 

layer was to demonstrate that the tracer gas technique gave 
good estimates of mixing from the measured tracer gas 
spreads, to provide a direct comparison with the results from 
the four-stage compressors, and to verify that the injection 
probes were not seriously perturbing the mixing. The flat plate 
boundary layer measurements are therefore discussed before 
those for the compressors. 

The system used was a slightly modified version of that 
described by Denton and Usui [17]. A small, but constant, 
stream of ethylene (about 120 cc/min) was injected into the 
flow from an injection probe. Ethylene was used as the tracer 
because it has a molecular weight only 3 percent less than that 
of air and so minimizes buoyancy effects. The air, con
taminated with ethylene, was then sampled downstream at a 
constant rate through the center hole of a three-hole cobra 
probe (the side holes being used to align the probe in the mean 
flow direction). The sample passed to a Flame Ionization 
Detector unit to give a voltage directly proportional to the 
amount of ethylene in the sample. Detection of concentrations 
of only a few parts per million was possible, while peak con
centrations of about 1000 ppm were typical in the investiga
tions decribed here. 

Boundary Layer Results 
A flat plate boundary layer experiment was conducted in a 

low-speed wind tunnel, the working section of which is shown 
in Fig. 1. The air flow was provided by a variable speed cen
trifugal fan, the inlet of which could be throttled. The cylin
drical working section was 0.355 m in diameter and 0.380 m 
long. A flat plate made of epoxy resin, 0.380 m long and 9 mm 
thick, was fixed horizontally across the diameter of the tunnel, 
its trailing edge extending 95 mm downstream of the tunnel ex
it plane. A traverse gear was mounted on the flange at the end 
of the tunnel allowing area traverses to be made 0.315 m from 
the flat plate leading edge. A boundary layer trip was fixed to 
the upper surface leading edge of the plate to ensure a tur
bulent boundary layer. In addition a turbulence grid, con
sisting of 1.6-mm-dia bars with a 12.7-mm pitch, could be in
serted in a plane 95 mm upstream of the plate leading edge. 

The tunnel was run with a mainstream velocity of 30 m/s, 
similar to the flow velocities found in a stator row of the four-
stage compressor. Oil and dye flow visualization on the plate 
surface showed negligible contraction of the surface 
streamlines, confirming that the boundary layer was two 
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Fig, 2 Boundary layer velocity profiles and turbulence levels 

dimensional. The velocity profiles, measured using a three-
hole cobra probe, are shown in Fig. 2, for the flow both with 
and without the turbulence grid in position. The values of 
shape factor are slightly below the expected level of 1.4 for a 
zero pressure gradient boundary layer with Ree = 4000, in
dicating a slightly favorable pressure gradient along the plate. 
This pressure gradient was measured using static pressure tap
pings on the plate and found to be only one tenth of the value 
required to produce significant discrepancies from the law of 
the wall behavior. The radial turbulence intensity was 
measured by Hart [18] using hot-wire anemometry and his 
results are also shown in Fig. 2. The turbulence grid increases 
the free-stream intensity from 0.6 percent to 1.7 percent but 
does not alter the value near the plate where the boundary 
layer turbulence generation dominates, the peak intensity be
ing 4.5 percent in this region. These results compare favorably 
with those reproduced by Schlichting [19] for a similar flow. 
For the purposes of the mixing experiments described below 
the measurements therefore showed that the flow could be 
regarded as a typical two-dimensional boundary layer. 

The main difficulty in using the spread of a contaminant as 
a measure of the mixing in a flow is that the injection probe in
evitably disturbs the flow field somewhat and is therefore like
ly to contribute to the mixing process itself [20, 21]. A 
development program was therefore undertaken with the aim 
of producing an injection probe that would fit in the confined 
space between the blade rows of the compressor while disturb
ing the flow by a minimum. The final shape decided upon was 
the crooked probe (Probe B) shown in Fig. 3, which was made 
of 0.56-mm-dia hypodermic steel tubing. The ethylene is in
jected parallel to the mean flow direction but offset by 4 mm 
from the plane of the probe stem so as to avoid most of the ef
fect of the stem wake on the ethylene distribution. The perfor
mance of Probe B in the flat plate boundary layer was com
pared to that of Probe A, which is made of the same tubing, 
but consists simply of a stem and a downstream trailing arm 
35 mm long (rather like a reversed pitot probe). The long 
length of the tube aligned in the flow direction meant that this 
probe approximated very closely to the ideal injection case 
where no disturbance is caused by the injection probe. The 
ethylene injection rate of 120 cc/min gave an exit velocity of 
27 m/s from the probes, assuming uniform outlet flow and no 
vena contracta, similar to the air flow velocities found in the 
experiments (about 30 m/s). 

Figure 4 shows the ethylene contours measured 65 mm 
downstream of the injection plane with injection at two 
distances from the flat plate using both Probes A and B. The 
contours are presented as percentage values of the peak con
centration measured for each particular test. It can clearly be 
seen that the ethylene spread was greater in the boundary layer 
than in the free stream because of the higher turbulence inten
sity there. Increasing turbulence intensity by introducing the 
turbulence grid also increased the spread in this region as ex
pected. Outside the boundary layer the crooked probe (Probe 
B) has produced more spread than Probe A, which ap-
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Fig. 4 Ethylene contours in the flat plate boundary layer 

proximates to the ideal case. However, the difference in the 
spread between the two probes was reduced as the turbulence 
intensity was increased, the ratio of the spread with Probe B to 
that with Probe A reducing from 1.6 to 1.2. Near the plate, 
where the turbulence intensity was even greater, the mixing 
measured with both probes was identical, showing that as the 
turbulence level increased the crooked injection probe used in 
the compressor produced spreads that became in
distinguishable from the ideal injection case. It will be shown 
below that the flow in the compressor produced more mixing 
than the boundary layer flow and so it may be assumed that no 
error arose from using injection Probe B in that environment. 
Another point to note is that Probe B did not cause any shift 
of the peak ethylene concentration point normal to the plate 
relative to the injection position. 

An estimate of the mixing coefficient e that would produce 
the observed ethylene spreads can be made by assuming that 
the tracer gas diffuses from a point source in a uniform flow 
with velocity Vz. Hinze [22] shows that for this case the con
centration P obeys the equation 

P(x,y,z) = 
4ireR 

exp[-Vz(R-z)/2e] (1) 

where S is the volume flow rate of the source. The peak con
centration occurs along the z axis and is given by Ppeak = 
S/4irez from equation (1); equation (1) must therefore be 
solved for R with P(x, y, z) = CS/4wez. Assuming that 
z/R~\ (which is true to within 2 percent for the data 
presented here) 
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Table 1 Four-stage Compressor A rig details 

Tip diameter 
Hub/tip ratio 
Rotational speed 

1.21 m 
0.85 
1000 rpm 

Blade details 
Twisted, double circular arc, with thickness/chord ratio of 6 percent 
Free vortex, zero a0, high-reaction (85 percent) blading 

Rotor Stator 
No. of blades 
Chord 
Aspect ratio 
Space/chord ratio 
Stagger 
Camber 
Axial spacing 
Tip clearance 

midheight 

59 
60.7 mm 
1.5 
0.988 
53deg 
23 deg 

15 mm 
0.9 mm 

61 
60.7 mm 
1.5 
0.956 
10 deg 
50 deg 

-

Fig. 5 Ethylene spread in the flat plate boundary layer 

R=Z-
2elnC 

V, 
(2) 

The spread of the ethylene r in the plane normal to the mean 
flow direction can now be found by substituting for R ( = r2 + 
z2) and assuming that - eln C/Vz < <z (which is also true for 
the data presented) to give 

V,L L 
• I n C (3) 

The measurements are presented as contours showing the 
fraction C of the peak concentration and equation (1) must be 
adapted to use the data in this form where a nondimen-
sionalizing length scale L has been introduced. Equation (3), 
which shows that the contours spread as zl/2 within the restric
tions outlined above, will be used to derive estimates for e 
from the ethylene data. Although the equation is strictly only 
true in a uniform flow it will be shown that it gives reasonable 
estimates of mixing for nonuniform flow in the flat plate 
boundary layer and it will therefore be used to analyze the 
ethylene spreads in the four-stage compressor. 

Figure 5 shows the spreads of the 5 percent concentration 
contours measured at two axial locations (30 mm and 60 mm) 
downstream of injection Probe A positioned 2.5 mm from the 
flat plate. (Shortage of time prevented the acquisition of data 
at further axial locations.) The lengths have been nondimen-
sionalized for convenience by the boundary layer displacement 
thickness with the turbulence grid in place (2.5 mm). The mix
ing coefficient e was evaluated from the slope of the line using 
equation (3) assuming that the flow velocity was 0.8 of the 
free-stream value for this part of the flow. This gave a value of 
e/Vz8* = 2.1 x 10~2 where Vz is the free-stream velocity. A 
check can be made to assess the accuracy of this derived value 
of mixing by comparing it with values of eddy viscosity v 
quoted in the literature. As remarked above this is possible 
because e and v are related through the turbulent Schmidt 
number Sc, = vlt and experimental evidence suggests that Sc, 
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Fig. 6 Overall view of Compressor A 
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Fig. 7 Compresosr A axial velocity profiles 
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Fig. 8 Compressor A: injection upstream of Stator 3; sampling 
downstream of Stator 3; 90, 70, 50, 30, 10, and 5 percent contours 

can be sensibly taken as unity for a range of turbulent flows. 
Schlichting [19] quotes the value of the eddy viscosity in a tur
bulent flat plate boundary layer as 

v = 0.017 Vzd*y (4) 

where y is the intermittency factor. In the inner 40 percent of 
the boundary layer y = 1.0, denoting fully turbulent flow, 
giving e/Vz8* = 1.7 x 10"2 , in good agreement with the 
value deduced above from the ethylene spreads. To sum
marize: The probe and technique have been shown to work 
satisfactorily in a turbulent boundary layer and to give 
estimates of eddy viscosity close to those expected. It was 
therefore felt that measurements of mixing (and of converted 
shifts) obtained in compressors would be realistic and reliable. 

Compressor A Results 

The low-speed Compressor A, shown schematically in Fig. 
6, had four identical stages of zero a0 , free vortex, high reac
tion blading with shrouded stators, typical of current HP com
pressor practice. The blading details are given in Table 1. The 
large scale of the rig allowed blade Reynolds numbers of about 
2 x 105 (again typical of current practice) to be achieved at 
flow velocities of about 30 m/s. Throughout the tests the com
pressor was operated at its peak efficiency (86 percent) condi
tion with overall APQ/PUI, = 1.28 achieved at the design flow 
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a) hub * cas ing i n j e c t i o n 

b) mid-height i n j e c t i o n 

Fig. 9 Compressor A: injection upstream of Rotor 1; sampling 
downstream of Rotor 4; 90, 70, 50, 30, and 10 percent contours 

coefficient of 0.55. Figure 7 shows the axial velocity profiles 
measured downstream of stators 2 and 3 using a three-hole 
cobra probe. The profiles suggest that the flow coefficient was 
somewhat different from 0.55 (the nominal value). This can be 
explained by circumferential variations in velocity caused by 
the nonaxisymmetric flow at exit from the stators. Unfor
tunately this investigation was squeezed into the early testing 
of Compressor A and there were not sufficient data available 
to enable circumferential averages to be made. The results 
presented do show, however, that the third stage has approx
imately reached the repeating stage condition. 

The configuration of the rig traversing rings and probe ac
cess points restricted the axial positioning of the ethylene in
jection and sampling planes such that only two series of tracer 
gas tests were possible: the first with injection upstream of 
Stator 3 and sampling downstream of the Stator 3, the second 
with injection upstream of Rotor 1 and sampling downstream 
of Rotor 4. 

Figure 8 shows the results of eleven separate tracer gas tests 
conducted across Stator 3 of Compressor A. The ethylene was 
injected from injection Probe B in a plane 1 mm upstream of 
the blade leading edge and sampled in a plane 1 mm 
downstream of the trailing edge. The radial heights of the in
jection positions are shown on the diagram while the cir
cumferential positions were either at midpassage or just 
upstream of the leading edge. Where the contour results of 
two tests overlapped significantly one of the results has been 
plotted one pitch circumferentially around from its actual test 
position. Again the contours are percentage values of the peak 
concentration for that particular test. 

The positions of the peak ethylene concentration points for 
all the tests have not moved far radially from their injection 
position. The greatest radial displacement occurs either side of 
the wake at midspan, being 3 mm radially outward on the 
pressure surface and the same amount radially inward on the 
suction side. This is over a flow distance of about 65 mm. At 
25 percent span from the hub the radial shifts in the wake 
region are in the same sense as those at midheight but of about 
half the magnitude; at 75 percent span the radial shifts are 
now in the opposite direction but of similar magnitude to 
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Fig. 10 Ethylene spreads in Compressor A 

those at 25 percent span. For injection at midpassage, 
midheight the ethylene has moved slightly inward from the in
jection height but this shift is only 1 mm and some of this 
could be accounted for by positioning error of the injection 
probe. 

In one test ethylene was injected at 3 percent span, near the 
hub, so as to pass down both sides of the stator and in another 
test at the same radius injection was at midpassage. The con
tours are almost symmetric about the blade wake except for 
the ethylene that has spread toward the pressure side of the 
passage. This implies some cross-passage boundary layer flow 
with the fluid being underturned near the hub, because of the 
high inlet skew at blade inlet. (Yaw angle measurements con
firmed that the flow was underturned in this region.) The 
cross-passage flow causes the ethylene injected at midpassage 
to appear nearer the pressure side at passage exit; ethylene fur
ther from the hub has lagged behind this movement because 
the cross-passage flow is less in those areas. It should be noted 
that these stator blades were shrouded. 

Near the rotor casing, with injection at 97 percent span, 
there is some indication of flow overturning, also suggested by 
yaw angle measurements, with ethylene spreading along the 
casing away from the blade pressure surface toward the mid-
passage location. A small distance away from the wall the 
ethylene has moved in the opposite direction from the mid-
passage position toward the pressure surface, due to the 
underturning in this part of the flow. 

The contours in Fig. 8 for flow through stator 3 show that 
the radial shifts of the peak ethylene concentration points were 
small, indicating that the magnitude of convective radial flows 
was also small in the blade row. The greatest radial shifts were 
in the wake region at midheight, but in general it would seem 
that the ethylene has spread through the blade row by some 
sort of diffusion process. The overall ethylene spreads were 
large even for midheight, midpassage injection where the in
terference of the stators could be expected to be least. This 
may be seen by comparing the spreads in the compressor with 
those measured in the flat plate boundary layer over the same 
flow distance (Fig. 4). In general the spreads in the compressor 
are about twice those found in the equivalent flow regions 
near the flat plate, indicating that the compressor flow can be 
regarded as being highly turbulent, at least more so than the 4 
percent intensity measured in the boundary layer. 

The effect of this radial mixing on the flow through several 
stages of the compressor is shown in Fig. 9. For these tests the 
ethylene was injected at hub, midheight, and casing 250 mm 
axially upstream of the rotor 1 leading edge using a 1-m length 
of 0.56-mm-dia hypodermic tubing introduced through the in
let. The ethylene was sampled downstream of rotor 4. The in
jection could not be made closer to the rotor on the hub 
because of the rotating hub section and so for comparability 
the two other tests were also conducted with the same axial in
jection position. For all the tests the ethylene has spread con
siderably in the radial direction: from the end walls almost to 
midheight and with midheight injection almost to the walls. 
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This shows that the overall effect of spanwise mixing is 
substantial over 3 Vi stages with all the flow being affected by 
diffusion right across the annulus. 

An estimate of the mixing coefficient implied by the spreads 
through the stator and also through 3 Vz stages can be made us-
ing equation (3). The spreads of the 10 percent contours are 
shown plotted against flow distance in Fig. 10. Both sets of 
data are nondimensiqnalized by axial stage length Ls. There is 
a certain amount of scatter but taking the average slope gives a 
value of el VZLS = 1.8 x 10"3 . This value can be compared to 
data in the literature. For example taking the value of v 
calculated for the flat plate boundary layer using equation (4) 
gives a value of v/VzLs = 3.2 x 10~4. This is lower than that 
found in the compressor, as expected, because the ethylene 
spreads were smaller in the boundary layer. Schlichting [19] 
gives the value of the eddy viscosity in a two-dimensional wake 
as 

v = 0.047 x2xbu2xV2 

where bm is the half-wake width at half-depth. A typical 
value of bu2 would be about one blade thickness giving 
v/VzLs = 2.7 x 10"3. This is slightly greater than the value 
measured in the compressor, showing that the observed mix
ing is not unreasonably high. Similar calculations using data 
from Hinze [22] showed that the measured mixing was about 
twice what would be expected from fully developed pipe flow 
of similar Reynolds number. It may also be restated here that 
the experimentally derived mixing levels may be relied upon 
because injection with Probe B used after Stator 3 becomes in
distinguishable from the ideal case as the turbulence level in
creases and because for injection upstream of Rotor 1 the 
probe was a long length of small diameter tubing aligned in the 
flow direction which would not cause significant extra mixing. 

Discussion 

The experimental evidence from the tracer gas tests con
ducted across Stator 3 of the four-stage machine showed that 
there were no large radial shifts of the peak ethylene concen
tration points, and hence no large radial velocities. However, 
the ethylene spread substantially in passing through the blade 
passage, more than in the equivalent tests in the flat plate 
boundary layer, for all the injection positions. This suggests 
that the dominant mechanism for spanwise mixing is a ran
dom, turbulent type of diffusion process rather than convec
tion by deterministic secondary flows. The magnitude of the 
mixing that would be caused by the observed radial flows can 
be quantified by using the observed radial shifts to evaluate 
the mixing coefficient of Adkins and Smith [1]. If it is as
sumed that the greatest radial shift observed in the ex
periments on Compressor A (found either side of the wake at 
midheight) is caused by a constant radial velocity it implies a 
radial velocity 0.048 times the throughflow velocity. If it is 
further assumed that the radial velocity varies linearly across 
the pitch, that the mixing level is uniform across the span, and 
that all the blade rows produce the same mixing, the expres
sion for the mixing coefficient derived by Adkins and Smith 
may be evaluated. Relating their mixing coefficient, which has 
dimensions of length, to e (dimensions length2/time) by the 
throughflow velocity gives e/ VZLS = 5.6 x 10"" based on the 
observed radial shifts. In estimating this value it must be 
stressed that the maximum observed radial shifts, which oc
curred in the blade wakes at midheight, were used and it can 
be seen from the contours in Fig. 8 that the shifts observed 
elsewhere in the flow were significantly smaller than these. 
Therefore the calculated value should be regarded as that 
representing the maximum possible mixing by radial flows, 
with a more representative value for the whole flow being 
somewhat less. Despite this the value is only about one third of 
the amount of mixing deduced from the ethylene spreads, 
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Table 2 Mixing levels (values of e/ VZLS) 

Compressor A Compressor B 
Measured ethylene spreads 1.8 x 10~3 3.8 x 10~3 

Adkins and Smith [1] model 
• based on predicted radial 

velocities - 3.9 x 10~3 

• based on observed radial 
shifts 5.6 X 10"4 9.7 x 10 - 4 

Turbulent flat plate 
Boundary layer mixing [19] 3.2 x 10"4 7.8 x 10~4 

Two-dimensional wake mixing 
[19] 2.7 x 10"3 2.7 x 10"3 

Equation (9) for estimating 
value in multistage com
pressor 1.6 x 10~3 2.1 x 10~3 

showing that the dominant mixing mechanism is a diffusion 
process. 

As mentioned above, tracer gas experiments were also con
ducted on another smaller four-stage compressor (Compressor 
B), the same machine as that used by Cumpsty [16]. The con
tour results have not been presented here because they showed 
essentially the same information as those already shown (i.e., 
large amounts of spanwise spread but only small amounts of 
radial shift). The same estimates of mixing level were made for 
those results as for those on Compressor A and these are set 
out in Table 2. In addition the aerodynamic details of the 
machine were provided to Dr. Smith so that the mixing 
method described in [1] could be used to calculate the flow. 
The results of the calculation were kindly made available to 
the authors by Smith [23] and these showed that the profiles of 
mean axial velocity had been accurately predicted; also includ
ed were the predicted radial velocities upon which the Adkins 
and Smith mixing model is based. An estimate of the mixing 
coefficient based on these predicted velocities, made in the 
same way as outlined above, gave a value of e/VzLs = 3.9 X 
10~3, very close to the experimental value derived from the 
ethylene spreads. (This estimation of the mixing level used in 
the calculation has been confirmed by further communication 
with Dr. Smith and his colleagues.) However, the maximum 
radial velocities actually derived from the measured radial 
shifts of ethylene were about half the predicted velocities giv
ing an estimate for mixing of e/VzLs = 9.7 x 10"4 , again 
some three or four times less than the value derived from the 
experimentally observed spreads. 

It would seem therefore that the experimental evidence from 
both compressors indicates that the physical model of span-
wise mixing based on the radial redistribution of flow proper
ties by deterministic radial flows is inaccurate. The dominant 
mechanism of spanwise niixing is a random, turbulent type of 
diffusion process which produces about three or four times the 
amount of mixing capable of being produced by radial flows. 
The entire annulus has a level of mixing similar to that found 
in a turbulent boundary layer or wake, although not necessari
ly the same turbulent characteristics. This high mixing level 
will be shown to have a significant influence on the radial 
distribution of flow properties such as loss and total 
temperature in Part II of this paper. However even at this 
stage it is possible to indicate how the recognition that 
substantial amounts of spanwise mixing exist can alter the in
terpretation of flow in multistage compressors. A common 
assumption made in calculations of the throughflow in 
multistage machines is that the flow can be divided into an in-
viscid free stream bounded by two annulus wall boundary 
layers. This is clearly inappropriate if there is continual ex
change of momentum and heat radially across the span. The 
edge of the boundary layers cannot be sensibly defined; 
Cumpsty [16] pointed out that the extent of the boundary 
layer measurement on the hub in a four-stage compressor 
could not be reliably fixed. The presence of spanwise mixing 
explains this problem, for wherever velocity gradients exist so 
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too will shear stresses. Spanwise mixing could also be a con
tributory factor in the setting up and maintaining of the 
repeating stage condition, the continual radial exchange 
reducing the accumulation of low total pressure, high total 
temperature fluid at the end wall which would otherwise in
crease indefinitely from skin friction, tip clearance flow, and 
high losses near the endwall. 

A Method of Predicting the Mixing Coefficient 

With the experimental results presented in this paper con
stituting the only data available for the levels of eddy viscosity 
or mixing in multistage compressors any method of predicting 
these levels will inevitably be somewhat speculative. However, 
some progress can be made by considering the generation and 
decay of turbulence in the flow as follows. 

Let us consider a repeating stage in a multistage axial com
pressor where the flow velocities and turbulence levels at exit 
are identical to those at inlet to the stage. The ethylene tracer 
gas results show that the radial and circumferential spreads 
through a single blade row are substantially the same except 
where end-wall boundary layer cross flows are present. It will 
therefore be assumed that the turbulence is homogeneous and 
essentially isotropic.-Within the stage turbulence is generated 
by shear in the blade boundary layers and wakes and in the 
flow near the end walls. This shear creates a drag force on the 
flow through the stage which, because the stage is repeating 
and there is therefore no momentum change across it, must be 
balanced by a static pressure loss APL across the stage such 
that 

APa = A P , - A P L 

where 

APa = actual static pressure rise across the stage 
AP,=ideal static pressure rise (i.e., with no loss) 

Based on similar work by Owen [24] in analyzing the flow 
through heat exchangers the amount of turbulence energy 
generated in the stage is given approximately by 

APL Vz sh 

where Vz is the mean axial velocity through the stage, 5 is the 
blade pitch, and h is the blade height. If a velocity scale q is 
defined such that q2 = XA (w'2 + v'2 + w'2) the turbulent 
kinetic energy per unit mass of gas is (3/2)<72 and further, if 
the typical length scale of the turbulent eddies is /, the rate of 
dissipation is given approximately by 

3q3/2l 

Hence the rate at which turbulent kinetic energy decays within 
the stage is 3q3pshLs/2l, where Ls is the axial length of the 
stage. Assuming that the energy decay is balanced by the tur
bulence generation we can write 

APLVZ=^-q>PLs/l (5) 

The kinematic eddy viscosity v, and hence e, can be related to 
the turbulence level by 

v=Aql (6) 

where A is a constant. 
The scale of turbulence may be assumed to be approximate

ly the blade thickness so that 

/ = 0 (0 (7) 

This is not to suggest that reducing the blade thickness will 
necessarily result in a smaller value of / but rather to identify a 
typical length scale of the turbulent eddies. Substituting for q 
and / in (5), using equations (6) and (7) gives 

3 2 APL VZAH* 

3 pLs 

The velocity is conveniently nondimensionalized by the 
mean blade speed U,„ to give the flow coefficient <f>. The 
pressure loss APL may also be nondimensionalized by pU}„ to 
give a loss w; it should be noted that the definition of loss coef
ficient is usually in terms of relative velocity into the blades 
and not blade speed but for the very approximate treatment 
here this distinction is unlikely to be significant. The expres
sion for the eddy viscosity (and hence e), nondimensionalized 
by stage length and axial velocity is therefore 

e _Al_ r2o)(f/L t)-| 1/3 

VZLS Ls I 302 J W 

An approximate value of A can be obtained by following the 
analysis of Savill and Zhou [25] which gives 

A= ~^-\ (10) 

The quantity u'v'/q2 has been measured in the turbulent 
flow near walls and found to be approximately 0.2 [13], which 
gives A as approximately Q.4. 

It must be remembered that the preceding analysis is only 
very approximate, containing several sweeping assumptions, 
and a more detailed and complex analysis could probably be 
made. However, it is thought that until further experimental 
investigations into the origin of the turbulence in multistage 
compressors are completed the simple approach presented 
here gives sufficiently accurate results. 

Evaluating equation (9) for the two four-stage compressors 
used in the experimental investigation gave values of e/ VZLS 

of 1.6 x 10"3 for the larger machine and 2.1 x 10~3 for the 
smaller one. These are in satisfactory agreement with the ex
perimental results as can be seen from Table 2. 

The fact that the correct mixing level can be predicted to 
within a factor of about two by the simple model confirms the 
suggestion made earlier that the high values of mixing found 
in the two compressors are reasonable. It also suggests that the 
prediction method outlined above may give the correct levels 
of mixing coefficient (to within better than an order of 
magnitude) for low-speed multistage machines and perhaps 
high-speed machines as well, although this must be a tentative 
conclusion because of the scarcity of experimental data 
against which to test the method. 

Conclusions 

The experimental investigation using the tracer gas tech
nique showed that the dominant mechanism causing spanwise 
mixing in the latter stages of multistage compressors was a 
random, turbulent-type, diffusion process. The contribution 
from convection by deterministic radial secondary flows, as 
has previously been modeled by Adkins and Smith, was small. 
The levels of mixing were found to be high (about the same as 
those found in a two-dimensional turbulent wake) and ap
proximately uniform across the whole span. A simple model 
for predicting the mixing level, based on the balance between 
the generation and decay of turbulence energy, was developed 
and shown to give satisfactory results for the two cases where 
experimental evidence of the mixing level was available. 

The high level of mixing well inside multistage compressors 
helps to explain the existence of the repeating stage condition 
in such machines, although there are other aspects to this 
which need explaining also. It also shows that modeling the 
throughflow as a free stream bounded by two end-wall bound
ary layers is inappropriate and inaccurate for multistage 
compressors. 

A separate paper will include the effects of mixing (and the 
consequent shear stresses and heat transfer) in a streamline 
curvature calculation method for meridional flow. The results 
and conclusions of that paper may be anticipated to say that 
with mixing included the predicted radial profiles of total 
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temperature agree well with measurements for two high-speed 
compressors examined. With mixing of a realistic magnitude 
good predictions are obtained with very much larger losses 
close to the walls and much lower losses away from the walls. 
Both these trends for loss appear physically appropriate and 
realistic. It is also true that the results seem fairly insensitive to 
the magnitude of e and an estimate for e good to one signifi
cant figure appears adequate. 
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Spanwise Mixing in Multistage 
Axial Flow Compressors: Part 
II—Throughflow Calculations 
Including Mixing 
The important influence of spanwise mixing on the flow through multistage axial 
compressors has been investigated by incorporating the effect into an axisymmetric 
streamline curvature throughflow program. The mixing was modeled as a turbulent 
diffusion process based on the experimental observations reported in Part I of this 
paper, which showed that this was the dominant physical mechanism. The inclusion 
of the mixing was found to be crucial in accurately predicting spanwise variations of 
exit total temperature in multistage machines. The effect of mixing on loss distribu
tions inferred from measurements was found to be significant so that upstream loss 
sources could only be determined from downstream distributions when the effect of 
mixing was included. 

Introduction 
Part I of this paper [1] described an experimental investiga

tion aimed at determining directly, by means of a tracer gas 
technique, the mechanism causing spanwise mixing in 
multistage compressors. It was found that substantial 
amounts of spanwise mixing were present all the way across 
the span and that the dominant mechanism was a random, tur
bulent diffusion process. The convection of flow properties by 
deterministic secondary flows, as proposed by Adkins and 
Smith [2], was found to be comparatively insignificant. The 
important influence of spanwise mixing on the radial distribu
tion of flow properties such as total temperature in multistage 
throughflow calculations has already been demonstrated in 
[2], although it must be stressed again that the physical model
ing of the mixing used in that work has been shown by the ex
periments to be inaccurate. Consequently the new and more 
correct model of mixing as a turbulent diffusion type process 
has been incorporated into a streamline curvature 
throughflow program so that the effects of mixing can be 
calculated and investigated. This required the use of the axial, 
radial, and tangential momentum equations and the energy 
equation to calculate the streamwise changes of stagnation en
thalpy, entropy, and tangential momentum caused by the 
radial diffusion of heat and momentum. The method was then 
used to calculate the flow through three multistage com
pressors where the dominant effect of spanwise mixing on the 
radial variation of loss and total temperature was 
demonstrated. 
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MECHANICAL ENGINEERS and presented at the 31st International Gas Turbine 
Conference and Exhibit, Dusseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters December 26, 1985. Paper 
No. 86-GT-21. 
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Fig. 1 Stresses on an elemental fluid volume in the r, 0, z coordinate 
system, with radial mixing 

Method and Its Assumptions 
The streamline curvature method described below is a 

modified version of the progam described by Denton [3]. This 
basic throughflow method assumes that the flow is steady, 
adiabatic, axisymmetric, and inviscid (i.e., shear stress free). 
The fluid is a perfect gas and compressible but no allowance is 
made for supersonic flow (i.e., choking and shocks are 
precluded). Blade rows are represented by specifying relative 
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Fig. 2 Streamline curvature coordinate system 

flow angles and empirical loss coefficients but the effect of 
blade thickness is neglected when evaluating the continuity 
equation for quasi-orthogonals inside a blade row. 

The physical processes that are being represented by the 
mixing model are the radial mixing of momentum and heat by 
turbulent mixing. It is assumed that these processes can be 
represented by an eddy viscosity jt, and an eddy thermal con
ductivity k, which are related by the turbulent Prandtl number 
Pr, = n,Cp/k,. The eddy viscosity is related to the mixing 
coefficient e used in Part I by the turbulent Schmidt number 
Sc, = nt/pe. Throughout this paper it is assumed that 

Pr, = Sc, = 1.0 

which was shown to be reasonable in Part I. Laminar or 
molecular effects are assumed to be negligible; so too are the 
effects of turbulent mixing in the streamwise direction as a 
result of the smaller flow property gradients in this direction. 
The mixing model therefore modifies the adiabatic and in-
viscid assumptions above, for there is now heat transfer in the 
radial direction, and the radial transfer of momentum implies 
the presence of axial and tangential shear stresses. For 
simplicity in incorporating the model into the streamline cur
vature method some further restrictions have been adopted. 
The stream surfaces are assumed to be closely aligned to the 
machine axis so that radial velocities and their derivatives with 
position are small. In consequence the program in its present 
form cannot be used for radial flow machines or axial flow 
machines with large variations in annulus height or radius but 
these restrictions could be removed without serious difficulty. 

Derivation of the Equations 

Consider an element of fluid in the (r, 8, z) cylindrical coor
dinate system, Fig. 1. These are no shear stresses acting on the 
tangential facing surfaces because the flow is assumed to be 
axisymmetric. The shear forces acting on the axial faces are 
also neglected because it has been assumed that the streamwise 

gradients are small enough for the effects of turbulent mixing 
across these faces to be negligible. This leaves two effective 
shear stresses, implied by the mixing model, acting on the 
radially inward and outward facing surfaces of the element, 
on and 0,4. The other stresses acting on the element are the 
normal stresses. The three momentum equations that govern 
this fluid element are set out in Appendix 1. Radial mixing im
plies radial heat transfer and the energy equation for the ele
ment, which takes this into account as well as the work done 
by the effective shear stresses, is given in Appendix 2. These 
four equations are now manipulated into a form suitable for 
use in the streamline curvature method. 

Figure 2 displays the streamline curvature coordinate 
system, which immediately shows from the geometry that for 
steady mean flow D/Dt = Vm d/dm. The axial and radial 
momentum equations are resolved along the quasi-orthogonal 
and the static pressure written in terms of the stagnation en
thalpy and entropy using the second law. If the quasi-
orthogonals and the streamlines are nearly at right angles then 
the shear stresses in the streamwise direction have negligibly 
small components in the quasi-orthogonal direction. It will 
also be assumed that the component of blade force acting 
along the quasi-orthogonal can be neglected leaving the basic 
streamwise curvature equation the same as that quoted by 
Denton [3], equation (1) below 

_d_(K 
dq\ 2 )-%-Z-i?±™ 

I II III 

V2 dV 
- 2 - s i n a + K ' 

IV 
dm 

V 

cos a (1) 

Terms IV and V on the right-hand side are evaluated from the 
streamline slope and curvature and the previous overall flow 
calculation of Vm, as described by Denton [3], The remaining 
terms require the distributions of total enthalpy, entropy, and 
angular momentum to be known along the quasi-orthogonal. 
In standard methods with inviscid adiabatic flow these are 
usually determined by tracing these quantities along 
streamlines from the quasi-orthogonal immediately upstream. 
In duct regions all the quantities are conserved along a 
streamline while in blade rows Ve can be obtained from Vm 

and the specified flow directions, stagnation enthalpy can be 
found by using the Euler work equation, and entropy changes 
are calculated from specified empirical losses. In the present 
method, however, the momentum and energy equations are 
used to evaluate these changes which are affected by the radial 
turbulent mixing of these quantities between streamlines. 

The entropy change along the streamline can be calculated 
from the energy equation (see Appendix 2) 

ds 

dm 

1 (*4r) $ dse 

dm 
(2) 

rPTVm dr\ ' dr / pTV, 

where the last term on the right-hand side represents entropy 
increases caused by any specified empirical loss coefficients. 
The tangential momentum equation (Appendix 1) becomes 

N o m e n c l a t u r e 

r, 8, z = cy l indr ica l c o o r d i n a t e k, 
system Ls 

r, q, m = streamline curvature coor- p 
dinate system (Fig. 2) Pr, 

Cp = specific heat at constant 
pressure Q 

Ez, Ee = axial and tangential shear rc 

forces s 
F = blade force density Sc, 

H0 = stagnation enthalpy 

eddy thermal conductivity 
axial stage length 
static pressure T 
turbulent Prandtl number V 
= fitCp/k, e 
heat flux 
radius of curvature (Fig. 2) /*, 
entropy p 
turbulent Schmidt number ffK,etc. 
= 1/,,/pt * 

static temperature 
flow velocity 
mixing coefficient 
diffusion) 
eddy viscosity 
density 
shear stresses (Fig. 1) 
dissipation function 

(eddy 
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Fig. 3 Body forces acting in a stalor blade row 

by substituting for D/Dt and Vr where Fe is the tangential 
blade force and Ee the tangential shear force as defined in the 
Appendix. This can be further rearranged using sin <f> = 
dr/dm to give 

allowing the tangential momentum change to be calculated 
along the streamline. Finally the momentum equation along 
the streamline can be derived by considering the streamwise 
components of the radial and axial momentum equations (Ap
pendix 1) which can be expressed to give the stagnation en
thalpy change 

dH0 _ Tds 1 

dm dm 2r2 dm p 
-( cos <j> 

p 
(4) 

Evaluating the Equations 

Equations (2)-(4) allow the changes in entropy, tangential 
momentum, and stagnation enthalpy along streamlines to be 
calculated. The procedure is as follows. The radial derivatives 
of velocity and temperature required to evaluate Ez, EB, $, 
and the heat transfer term can be found by using a second-
order finite-difference scheme on the values calculated in the 
previous overall iteration. The energy equation can now be 
solved, with any entropy increases due to empirical loss coeffi
cients dse included, to give the total entropy change. The 
change in tangential momentum is likewise calculated from 
equation (3). This change is the result of two tangential forces, 
the blade force deduced from the specified relative flow angle 
in blade rows, and an additional force caused by the tangential 
shear stress. As a consequence of the effect of shear stress the 
calculated flow angle will differ slightly from that specified in 
blade rows. An alternative way of interpreting this is to regard 
the specified flow angle as that which would be achieved if 
there were no mixing (and hence no shear stress). The stagna
tion enthalpy change can now be found from equation (4) pro
vided that a value for the meridional blade force Fm is known. 
In the present method this can be obtained in a straightfor
ward way because the blade rows are being simply modeled by 
the blade forces they impose. We consider a blade row with 
specified empirical loss that implies that the blade imposes two 
forces on the flow, a normal one Fn, and a drag or dissipative 
force Fd acting in the flow direction (Fig. 3). The drag force is 
related to the specified loss by 

(5) 

the relationship that Horlock [4] demonstrated was required in 
order for the loss model to be consistent with the assumption 
of in viscid and adiabatic flow. The geometry gives the follow
ing expression for the meridional blade force 

Fm=Fetanp-

which can now be evaluated. 

cos fi (6) 
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Fig. 4 Axial velocity profiles downstream of four-stage compressor 
Rotor 3 

The equations above have been written in the absolute 
frame of reference but there is no need for a different for
mulation for rotors provided that /3 is there taken as the 
relative flow angle. 

The end-wall conditions are particularly simple because 
there is no mixing across the solid boundaries and the shear 
stresses are set to zero there, which also implies that $ is zero. 
This is clearly a gross simplification which has to be compen
sated for by a raised level of losses; future work should 
remove this limitation. It is also assumed that the end walls are 
adiabatic. A more detailed description of the derivation and 
evaluation of the equations is given in [12]. 

Four-Stage Compressor 

One of the most important effects of spanwise mixing in 
multistage compressors is the redistribution of losses across 
the span, with the result that a loss distribution measured 
downstream of a stage does not accurately represent the varia
tion of loss generation. This can have a marked effect on the 
conclusions drawn from analysis of experimental test data as 
the following example demonstrates. 

The investigation was made on the low-speed four-stage 
research compressor described by Cumpsty [5] and also used 
in part of the experimental investigation described in Part I of 
this paper, where it is designated Compressor B. Firstly the 
streamline curvature program was used to analyze the com
pressor performance with the mixing set at zero (i.e., a stan
dard analysis). The rotor and stator relative flow angles 
measured during the experimental investigation of Cumpsty 
[5] were used as inputs to the program. The procedure was to 
run the program including empirical losses so that the 
measured overall pressure rise was achieved at the nominal 
design flow coefficient of 0.55 and the calculated velocity pro
files downstream of each of the four rotors were in good 
agreement with the measured values. To achieve this the span-
wise distributions of rotor and stator loss coefficients were ad
justed. The specified rotor loss distributions were assumed to 
be identical for all four rotors; the stator loss distributions 
were also assumed to be the same for each row and equal to 
the radially inverted rotor distribution (the blades being of 50 
percent reaction with cantilevered stators). 

The analysis was then repeated but with a conservative value 
of the measured level of mixing found in the experimental in
vestigation using the tracer gas technique, giving a Reynolds 
number based on axial velocity, axial stage length and e of 
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Fig. 5 Variation of rotor loss coefficient with span for four-stage 
compressor 

340. The mixing level was assumed to be uniform throughout 
the machine with both the turbulent Prandtl and Schmidt 
numbers set at unity. Again the span wise variation in loss 
coefficient was adjusted to give a satisfactory prediction of ax
ial velocity. Figure 4 shows the agreement obtained between 
the measured axial velocity profile downstream of Rotor 3 and 
the two calculated profiles. Some of the discrepancy between 
the measurements and the calculated values can be ascribed to 
the flow coefficient being slightly greater than 0.55 during the 
tests. However, the agreement between the two calculated 
results is good and sufficiently close to the measurements to 
indicate that a satisfactory solution was achieved in each case. 
Similar results were obtained downstream of the other rotors. 

Running the calculation with and without mixing required 
very different loss distributions to be specified to achieve the 
agreement with experimental data and the rotor loss coeffi
cient profiles required in each case are shown in Fig. 5. The 
generally high levels of loss coefficient required are due to the 
low measured adiabatic efficiency of the machine (71 percent). 
As expected the loss distribution used in the calculation 
without mixing is much flatter than the profile required when 
mixing is included; in the latter case the loss at the end walls is 
about twice what one would deduce from a standard, nonmix-
ing analysis. The loss at midheight required for the mixing 
calculation is about 60 percent of that used in the nonmixing 
calculation. 

This result has important implications for the design of 
multistage compressors. Faced with the loss distribution for 
the no-mixing case in Fig. 5 the designer might conclude that 
the losses are fairly uniformly distributed across the span and 
that the main attack on them should be via the profile loss. 
With the loss distribution obtained for the case with mixing an 
entirely different conclusion is reached. If the end-wall regions 
are arbitrarily defined as being the 20 percent of span adjacent 
to the hub and the same amount at the outer casing about 70 
percent of the losses are there and only about 20 percent is at
tributable to the blade profile loss. It is immediately clear that 
the effort should be aimed at reducing the very high losses 
near the end walls, particularly in the tip region where the 
peak is some eight times greater than that found at midheight. 

This illustrates the importance of the end-wall regions in 
dominating the loss generation in multistage compressors. 
Although reasonably flat loss distributions can be deduced 
from measurements in multistage machines (or even in some 
cases lower losses at the end walls than at midspan, as dis
cussed in Part I and in [2, 6]) these results are highly 

misleading and divert attention away from the important 
regions of loss creation, the end-wall regions. This was 
recognized as far back as 1939 by Constant [7] who stated that 
as long as total head loss coefficients measured in cascades 
were reasonably low (not above 0.04) their magnitude was 
only of secondary importance because in a compressor the 
bulk of the loss is due to "end-effects, tip losses, boundary 
layer thickening on the casing and rotor surfaces, and to the 
effects of one row of blades on the next." Much the same con
clusion was drawn in 1977 by Wisler et al. [8] who identified 
the end-wall regions as the area in which there was the greatest 
potential for efficiency improvements. The results of the 
calculations just presented emphasize this point yet again. 

Two Three-Stage Compressors 

The experimental investigation reported in Part I was con
ducted on two low-speed compressors. In the following sec
tion it is assumed that the results from this low-speed research 
are applicable to higher-speed machines. This is thought to be 
reasonable because the physical mechanisms causing turbulent 
diffusion and convective radial flows (and hence their relative 
contributions to spanwise mixing) are not compressible by 
nature, with compressibility having only a second-order ef
fect. The same is true of the loss mechanisms near the end 
walls. Therefore provided that shock waves are absent, which 
is true for all except for perhaps the front few rotors of a high
speed machine, low-speed compressors are believed to model 
adequately the behavior of high-speed multistage machines. It 
is also believed that the mixing mechanism is substantially the 
same in both cases. 

In the previous section it was illustrated how spanwise mix
ing (which causes effective axial and tangential shear stresses 
and radial heat transfer) affects the radial distribution of 
losses in multistage compressors. Realistic blade row loss 
distributions were shown to be considerably steeper than those 
deduced from experimental measurements, with much higher 
values at the end walls than at midspan. However, if these 
steep loss distributions are used to calculate the throughflow 
in a multistage machine with a standard streamline curvature 
method (i.e., one that does not include the effects of spanwise 
mixing) the predicted temperature profiles in the latter stages 
are found to give temperature differences between the flow 
near the end walls and the midspan that are too large. Two ex
amples are now presented that demonstrate how including 
mixing in the throughflow calculation can overcome this 
problem. 

References [9] and [10] document the design and testing of 
two three-stage Pratt and Whitney research compressors dif
fering primarily only in aspect ratio. The hub-to-tip ratio was 
0.915 and both designs were of 52 percent reaction with rotor 
relative inlet Mach numbers of around 0.4. The machine 
designated 3S1 had an average aspect ratio of 0.81 while com
pressor 3S2 had an aspect ratio of 1.22. Included in the reports 
is the detailed output from the design throughflow analysis for 
both compressors, in particular the blade loss coefficient 
distributions and relative exit air angles assumed in the design 
are provided. The loss distributions used in the design were 
obtained from a cascade correlation system which had been 
previously adjusted to give good agreement with data from 
three multistage machines with similar loading, work, and 
flow coefficients. It was shown in the reports that these ad
justed losses tended to give slightly flatter total temperature 
profiles than those measured in the three machines. An exam
ple of the loss coefficients derived for the design of 3S1 and 
3S2 compressors is given in Fig. 6, the losses for all the blade 
rows being essentially the same. It can be seen that adjusting 
the loss correlation system to agree with multistage data has 
resulted in reasonably flat profiles, with the loss at the end 
walls being about twice that at midheight. This compares with 
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Fig. 6 Specified Rotor 2 loss coefficient from lower aspect ratio com
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the loss distribution used in the mixing calculation for the 
four-stage compressor just described where the losses at the 
end walls were at least six times the midspan loss. It might be 
expected that using flattish loss distributions in the design 
calculation without mixing would produce reasonable agree
ment with experimental results, without excessive temperature 
rises near the walls, but this is not the case. 

The design loss coefficients and flow angles were used in the 
present method together with the measured inlet flow profiles. 
The program was run for each of the two compressors both 
without mixing and assuming uniform mixing. The mixing 
levels were calculated from equation (9) of Part I [1] using the 
measured overall machine performance and with turbulent 
Schmidt and Prandtl numbers of unity. The Reynolds 
numbers based on mixing level, velocity, and stage length were 
272 for compressor 3S1 and 228 for 3S2. 

The calculated exit total temperature profiles are compared 
to the test data in Figs. 7 and 8. The calculated temperature 
rises are some 10 percent greater than those measured and it is 
thought that the main reason for this discrepancy is that the 
effect of blockage was not taken into account in the present 
calculations. However, these differences in absolute levels are 
unimportant in this demonstration of the effect of radial mix
ing on the spanwise distribution of flow properties, where it is 
the shape of the distributions that is of interest. Consequently 
the results have been plotted as variations from the mean value 
of each distribution. The total temperature profiles calculated 
for the two compressors show the much improved agreement 
between the calculation and experiment when mixing is includ
ed; the overestimation of the total temperature rise at the end 
walls has been much reduced to realistic levels. At this point it 
should be remembered that the specified loss coefficient pro
files were comparatively flat, having been adjusted by the 
designers to give reasonable agreement with multistage data. 
Despite this, however, the calculations without mixing have 
still overestimated the wall temperatures by a significant 
amount everywhere except near the hub of the 3S2 
compressor. 

The present results bear a remarkable similarity to those 
presented by Adkins and Smith [2] for their calculation 
method applied to the same compressors. Nevertheless it re
mains the assertion of this work that the physical model of the 
method of Adkins and Smith is invalid for the reasons ex
plained in Part I. 

Discussion 

The results of the calculations presented here have 
demonstrated the important effect of spanwise mixing on the 
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Fig. 7 Exit total temperature profiles from lower aspect ratio com
pressor 3S1 
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radial distributions of loss and total temperature in multistage 
axial compressors. 

The spanwise redistribution of loss by mixing was shown to 
reduce the apparent end-wall loss for a blade row to only 
about half the actual loss near the end walls, while at the same 
time increasing the apparent profile loss by some 50 percent 
from the more realistic value. This may well have diverted at
tention away from the high loss generating regions of the flow 
field near the end walls. The mixing is an irreversible process 
which means that the actual loss distribution that produced 
the measured profile cannot be determined where mixing is 
significant (such as deep in a multistage compressor) even if 
the mixing level is known. However, more realistic loss 
distributions can be postulated (Fig. 5) which emphasize the 
large proportion of the overall loss that is produced at the end 
walls. 
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The results from the two three-stage compressors 
demonstrated that spanwise mixing effects must be included in 
throughflow calculations for multistage machines if realistic 
total temperature distributions are to be predicted. Neglecting 
mixing leads to excessive end-wall temperatures even if an ar
tificially uniform loss distribution is assumed. An interesting 
fact that emerged from the calculations was that the absolute 
level of mixing used in the calculations was not critical. Figure 
9 shows the calculated exit total temperature profiles from the 
3S1 compressor obtained with mixing levels varying from zero 
to the value believed to be physically correct, obtained from 
equation (9) of Part I, and used for the results in Fig. 7. It is 
clear that a Reynolds number VzLs/e of 3808 (which 
represents only 7 percent of the largest mixing level) has 
reduced the end-wall temperature significantly while a 
Reynolds number of 762 (representing 36 percent of the 
greatest mixing) has produced a temperature profile that has 
been flattened sufficiently to be considered reasonably close to 
the experimental result. This helps explain why the present 
method and that of Adkins and Smith [2] produce such similar 
results despite the radical difference of the models used to 
represent the mixing process: Including a reasonable amount 
of mixing will improve the calculation considerably. Adkins 
and Smith also vary the level of mixing radially, which seems 
inappropriate, but the insensitivity to the mixing level shows 
why this does not matter. Again it should be stated that the ex
perimental evidence presented in Part I indicates that the sim
ple model of spanwise mixing as a random, turbulent type of 
diffusion process is more correct physically than the complex 
mechanism of radial convection by deterministic secondary 
flows used by Adkins and Smith. 

Including mixing in throughflow calculations may lead to 
improved predictions of the spanwise variation in flow angle 
and hence incidence; the incidence depends both upon the 
specified loss profiles and the amount of mixing. By specifying 
more realistic, steeper loss distributions, as is now possible 
when mixing is included in the calculations, better estimates of 
incidence variations across the span should be produced. The 
losses themselves depend on the incidence and a major cause 
of the high losses near the walls is the high local incidence. It is 
hoped that eventually the losses can be predicted from the in
cidence. The interaction between the losses, mixing, and the 
resulting incidences is currently being investigated. 

One of the most surprising effects that has been observed in 
multistage machines is the existence of the repeating stage con
dition where velocity profiles entering and leaving a stage are 
very similar [11], This condition is highly beneficial, because 
velocity and flow angle variations deep in multistage machines 
do not continue to deteriorate, but as yet there is no 
reasonable explanation of how it is set up and maintained by 
the flow. Having found that radial mixing has a large in
fluence on the radial distribution of flow properties in a com
pressor it is reasonable to suggest that spanwise mixing plays 
an important part in this process. The large amounts of loss 
generated on the end walls are spread out across the annulus 
so that the radial gradient of loss is reduced, hence reducing 
the velocity profile gradient. This is analogous to the produc
tion of fully developed pipe flow where the end-wall loss 
generation is balanced by the continuous spread of loss toward 
the center of the pipe. Spanwise mixing therefore plays an im
portant part in allowing the rear stages of multistage com
pressors to perform adequately. Of course the mixing process 
is irreversible and so creates a certain amount of loss itself. An 
estimate of this effect can be obtained from the calculations 
performed in the two three-stage compressors just presented. 
The overall efficiency of the lower aspect ratio compressor, 
3S1, was derived using identical loss inputs both when mixing 
was neglected and when mixing was included in the calcula
tion. The efficiency was based on the mass-averaged quantities 
at inlet and exit from the compressor. Including mixing in the 
calculation caused an adiabatic efficiency drop of 0.4 percent 
from the value of 91.2 percent calculated when no mixing was 
present. This is not a great penalty when it is considered how 
much mixing helps the performance of the latter stages of 
multistage machines: By reducing the fall in axial velocity near 
the walls and thereby reducing local incidence onto the blades 
some check is produced on the deterioration in blade perfor
mance near the walls. 

Conclusions 

Spanwise mixing redistributes losses across the span, in par
ticular reducing the apparent losses near the end walls by 
spreading it toward midheight. Incorporating the effects of 
spanwise mixing in a streamline curvature throughflow 
method by modeling the mixing as a turbulent diffusion pro
cess has allowed the effect of this phenomenon on the flow 
through multistage compressors to be investigated. This 
allows more realistic spanwise variations of loss coefficient to 
be specified for blade rows, with the loss concentrated much 
nearer the end walls than is usually possible with standard 
throughflow calculations without mixing. This concentrates 
attention on the end-wall regions where the bulk of the losses 
in axial compressors are generated. It also reconciles the low 
losses measured in cascades, which would suggest stage effi
ciencies in the high 90's, with the much lower stage efficiencies 
which are measured in machines. 

Calculations of the flow through two three-stage com
pressors showed that it was necessary to include the effects of 
spanwise mixing in order to predict the correct radial variation 
of total temperature at compressor exit. The agreement be
tween the experimental data and the predictions for these two 
cases was found to be similar to that obtained by Adkins and 
Smith [2] using their radial convection model of mixing, rather 
than the model of turbulent diffusion based on the experimen
tal evidence of Part I. 

All the calculations showed the significant effects spanwise 
mixing has on the flow in multistage machines and hence the 
need to include mixing in the design process at an early stage. 
As mentioned in Part I the division of the flow into a free 
stream bounded by two annulus wall boundary layers is not 
valid where spanwise mixing is present. It is also thought that 
spanwise mixing plays an important part in setting up and 
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maintaining the repeating stage condition and therefore has a 
beneficial effect on the performance of stages deep in 
multistage machines. 
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A P P E N D I X 1 

Momentum Equations 

The two effective shear stresses, implied by the mixing 
model, acting on the radially inward and outward-facing sur
faces of the fluid element (Fig. 1) can be related to the velocity 
gradients by 

"^"hr——J 

(A1.2) 

This assumes that the flow is axisymmetric, that changes in Vr 

with position are small and that changes in the axial direction 
are comparatively small. Using the same assumptions it may 
be shown that the normal stresses are related only to the static 
pressure 

°rr='°M=azz = -P (A1.3) 
Denoting the substantive derivative as D/Dt, using equations 
(A1.1)-(A1.3), and representing body force densities as F the 
three momentum equations can be written for a compressible 
fluid with variable p, as 

'DVr Vj\ B dP . . . . . 
(A1.4) 

r direction 
\Dt r) r Dt 

'DV„ VrVa 

dr 

6 direction P(~^1 — L ) = F e + ^ e (A1.5) 

(DV7\ . . • (DV,\ dp 
z direction ( — ^ )=FT — + E. 

dz 
where 

l a r dvz~\ 

A P P E N D I X 2 

Energy Equation 

The energy equation can be written in terms of the specific 
entropy thus 

PT-
Ds DQ 

+ $ (A2.1) 
Dt Dt 

The heat added per unit volume can only come from radial 
transfer, according to the present mixing model, and is related 
to the radial temperature gradient by 

DQ 1 d (^ dT\ 

~dr~) 
-(rk, (A2.2) 

(Al.l) 

Dt r dr 

The dissipation function 3> is related to the velocity gradients 

-*[(£)'•(£-?)"] <-> 
within the assumptions of the mixing model. 
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Through-Flow Analysis of a 
Multistage Compressor: 
Part I—Aerodynamic Input 
Through-flow theory is at the heart of turbomachinery aerodynamic design in-that it 
provides the incidence and Mach number distributions that are ultimately used to 
define the rotor and stator airfoil contours. The assumption of axisymmetry plays a 
major role in the formulation of the theory and the consequences of this assumption 
have historically necessitated the introduction of "blockage" to account for the 
nonaxisymmetries in the flow. The present paper provides an assessment of these 
assumptions and of through-flow theory in general by making detailed comparisons 
between computed and measured results for a two-stage axial compressor. Part I 
focuses on the experimental benchmark data base and on how these data were used 
to fully define all of the aerodynamic input required by a through-flow analysis. 

Introduction 
The aerodynamic analysis of the compression system is one 

of the most challenging aspects of every new or up-rated gas 
turbine design. The basic aerodynamic mechanisms playing 
important roles in the compressor include: compressibility, 
unsteadiness, three dimensionality, and viscous effects such as 
boundary layer transition and separation. Although highly 
sophisticated full Navier-Stokes solution algorithms are 
beginning to appear which have the potential to attack these 
flows in full generality, the basis of many contemporary 
design systems is a series of analyses which treat the flow as a 
sequence of two-dimensional calculations [1-4]. Because of 
their speed and efficiency these two-dimensional calculations 
will continue to play a significant role in multistage com
pressor aerodynamic design. For this reason there is a great in
centive to conduct an assessment of these analyses which will 
guide the compressor analyst as to the interpretation of the 
results of these calculations and as to how these calculations 
can be employed most reliably in the design of new configura
tions and in the analysis of compressor rig data. The objective 
of the present paper is to provide such an assessment of 
through-flow theory. 

The assessment was conducted using a unique benchmark 
data base to provide all of the aerodynamic input data re
quired by the calculation. The benchmark data base consists 
of detailed measurements in the rotating and stationary 
frames of reference on the second-stage rotor and stator of a 
large-scale two-stage axial compressor with a hub/tip ratio of 
0.8 and airfoil aspect ratios of 1.5 (see [5-7]). These references 
contain detailed descriptions of the type of multielement 
pneumatic probes used and of the measurement uncertainty. 
Sufficient detailed data are available to provide all of the re

contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 31st International Gas Turbine 
Conference and Exhibit, Dii'sseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters December 26, 1985. Paper 
No. 86-GT-13. 

quired aerodynamic input for the calculation. In addition, suf
ficient data are also available to provide an in-depth and 
detailed assessment of the computed results. 

The three dimensionality of the flow in axial tur
bomachinery arises not only from the geometry but also from 
the viscous and inviscid flow mechanisms present in the 
rotating and stationary frames of reference. An example of 
the complex nature of the flow in a multistage compressor is 
shown in Figs. 1 and 2 (from [5, 6]). These data were taken 
downstream of the second-stage rotor and stator at the 
nominal design flow coefficient (4> = 0.51). The total pressure 
contours clearly show the strong three-dimensional effects of 
tip leakage and hub corner stall. The need for comparisons of 
the compressor aerodynamic analytical design calculations 
with this type of benchmark experimental data, especially for 
multistage configurations, has been recognized for some time 
[8, 9]. 

The through-flow analysis of Ffabashi and Youngson [2, 3] 
has been selected for the assessment. This is a practical finite 
element procedure which is well documented in the literature. 
It is a fast calculation with great geometric flexibility. It has 
been demonstrated [2] to be in excellent agreement with the 
more historical streamline curvature method. All of the 
aerodynamic inputs required by the calculation are available 
in the data base. This includes a fullspan row-by-row descrip
tion of the loss, deviation and blockage [7]. The computed 
results are also directly comparable with the data base. These 
comparisons include fullspan distributions of axial velocity, 
static pressure, flow angle, and absolute and relative total 
pressure [7]. 

The benchmark data base is unique in that it contains span-
wise distributions of blockage calculated directly from the 
flow field and not deduced indirectly. Of the two types of 
blockage referred to in the literature [8, 9], endwall blockage 
and two-dimensional blockage, only the latter is relevant in 
the present study due to the fact that the fullspan measured 
data explicitly account for endwall blockage, and due to the 
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Fig. 1 Second-stage rotor exit rotary total pressure contours; ACPT 
0.025, (C//B) = 0.041, * = 0.51 

Fig. 2 Second-stage stator exit total pressure contours; ACP T = 0.025, 
(cl/B) = 0 .041,* = 0.51 

fact that these measured distributions will be used directly in 
the calculation. Two-dimensional blockage is due to the fact 
that the analysis is axisymmetric and the flow is not (see, for 
example, Figs. 1 and 2). This departure from axisymmetry is 
the basis of the calculated blockage distributions [10], 

A fundamental question to be answered relates to the im
portance of an accurate description of blockage. The impact 
of the details of the blockage distribution needs to be 
established. It will be determined what errors are incurred in 
the computed velocity triangles when only the magnitude is 
known, i.e., the span average, as is the case when blockage is 
inferred from mass flow and flow path static pressures. It will 
be determined how well the flow path static pressures are 
predicted when the measured distributions of blockage are 
used in the calculation. It will also be determined how the 
blockage distribution impacts the incident flow angle on a 
downstream blade row. Finally, the extent to which the 
blockage due to an upstream blade row needs to be allowed to 
decay toward zero in a downstream blade row will be 
established. 

Discussion 

Theory. The "through-flow" analysis in compressor design 
is a two-dimensional axisymmetric calculation describing the 
spanwise variation of the flow at various streamwise locations 
both within and between the airfoil rows from the inlet of the 
compressor to its discharge. The actual flow is only axisym
metric in some circumferentially averaged sense and for ther
modynamic reasons this average is generally considered to be a 
mass average (as opposed to an area or density average). For
mal derivations of the radial equilibrium equation in terms of 
circumferentially area-averaged quantities are presented in 
[11-16]. These derivations result in terms containing cir
cumferentially area and/or density-averaged quantities, e.g., 
C, T, I, s, as well as terms involving averages of products of 
circumferentially varying quantities, e.g., C / 2 , C / Q ' , Q ' 2 . It 
has been demonstrated [11-17] that although these "fluctua
tion" terms are generally small they can be significant in the 
endwall regions. At present, however, few (if any) practical 
design calculations actually include these fluctuation terms. 
Instead, they treat the flow as if it were truly axisymmetric and 
account for nonaxisymmetric effects through the expedient of 
a "blockage factor." It is this approximate formulation of the 
through-flow (or radial equilibrium) equation which will be 
evaluated in the present assessment. The additional approx
imation will be made that the radial components of airfoil 
pressure and frictional forces are negligible. The governing 
equation can then be written as follows [2, 13-15] 

rdCr dCxl 
idx aTJ 

We d(rCe) ds dl 
— - — - — — = T (1) 

r dr dr dr w 

N o m e n c l a t u r e 
B 

Bx 

C 
C 

cr = 
cl 
I 

K 
in 
P 

Qum 

airfoil true chord 
airfoil axial chord 
absolute flow speed 
circumferential varia
tion in C 
pressure coefficient 
= {P-PTOAVQU,,, 

axial component of 
velocity 
rotor tip clearance 
rothalpy 
blockage factor 
mass flow 
pressure 
dynamic pressure 
based on midspan 
wheel speed = 

>££ 
incident dynamic 
pressure 

r = 
s = 
T = 

um = 
w = 
x = 
a = 

& = 

e = 

e = 

p = 
T = 

<t> = 

$ = 

* = 

radial distance 
entropy 
temperature 
wheel speed at midspan 
relative flow speed 
axial distance 
absolute yaw angle 
(from axial) 
relative yaw angle 
(from axial) 
circumferential 
coordinate 
flow yaw angle (from 
axial) 
fluid density 
cascade pitch 
flow pitch angle (from 
axial) 
flow coefficient 
= (Cx/Um) 
stream function 

Subscripts 

m 
S 
T 
0 

1, . . . , 5 

A 

R 

X 

r 
6 

Superscripts 
-a, (A) 

-m, (M) 

= 
= 
= 
= 

= 

= 

= 

= 
= 
= 

= 
= 

midspan 
static 
total 
compressor inlet 
station 
compressor axial 
stations 
absolute frame of 
reference 
rotating frame of 
reference 
axial 
radial 
tangential 

pitchwise area average 
pitchwise mass average 
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By defining a stream function 
fn d\p 

CV=-

C = 

lirprK dr 

— fn dxj/ 

2-KprK dx 

equation (1) can be written as 

(2) 

(3) 

dr\prK dr 
\ d ( 1 ^ \ -1 [ 
/ 3* \p r£ 9JC / Cr L 

a* a / 1 2?r 

6V 

+ r 
a* dii 

~d~r dr~l' m 
(4) 

The boundary conditions are 
on the hub, i// = 0 
on the shroud, \p = 1 

at the inlet, 

at the exit, 

3^ 

~a«~ 

a^ 

" a n " 

= 0 

= 0 

where n is the outward normal. 
It is important to realize that this formulation is exact only 

when the flow is axisymmetric and the blockage factor K is 
unity. When this is the case area and mass averages will be 
equal. In actual compressors, however, the flow is not axisym
metric, especially near the endwall regions (e.g., Figs. 1 and 
2). The objective of the present assessment is to determine how 
well this approximate formulation can predict the flow in an 
actual compressor where three dimensionality of the flow is a 
major consideration. It will be demonstrated that the accuracy 
of the predictions is strongly dependent on the specification of 
the aerodynamic blockage distribution. 

A similar assessment of through-flow theory has been 
presented [17] where detailed data taken on a single-stage 
rotor were used as a basis of comparison. This study indicated 
that while overall agreement between measured and computed 
results was excellent, there were local discrepancies present in 
the immediate vicinity of regions of high blockage. 

Benchmark Data Sets. The benchmark data sets being used 
in the present assessment [7] were acquired in a large-scale 
low-speed two-stage compressor. The test matrix included two 
values of second rotor tip clearance and three values of flow 
coefficient. The present assessment will be limited to the case 
with the compressor operating at its nominal design flow coef
ficient, $ = 0.51. The two stages were identical except that the 
first rotor was staggered closed 3 deg so that the second stage 
would be the more heavily loaded of the two. At the low 
speeds at which the compressor was operated compressibility 
effects were small. The Mach number of midspan wheel speed 
was typically 0.14. In spite of this, however, the small changes 
in air density were accounted for both in the data reduction as 
well as in the through-flow analysis. 

Aerodynamic Input 
Loss. The spanwise distribution of total pressure loss across 

each airfoil row was determined by taking the difference be
tween the mass-averaged absolute (or relative) total pressures 
at the stator (or rotor) inlet and exit. This difference was taken 
at a fixed radius and it was used in the analysis in a consistent 
manner, i.e., as the difference at a fixed radius. Loss was not 
taken along stream lines since their locations are not known a 
priori. As shown in [5] and elsewhere, loss may appear to be 
locally negative (i.e., an apparent total pressure rise) due to 
radial transport of the flow in and between wakes. Loss may 
also appear to be negative due to radial displacement of 
stream surfaces. This latter case can only occur, however, 
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Fig. 3 Two-stage compressor hub and tip static pressure; (cl/B) = 
0.041, # = 0.51 

where there are radial gradients in total pressure. Although the 
loss was based on measurements at traverse planes (Stations 3, 
4, and 5, Fig. 3) some distance upstream of the airfoil leading 
edge and some distance downstream of the trailing edge, in the 
present assessment the loss was assumed to increase linearly 
from zero at the airfoil leading edge to the measured value at 
its trailing edge. 

Exit Flow Angle. The spanwise distributions of airfoil exit 
flow angle were taken from the mass-averaged yaw angles. 
These flow angles were measured some distance downstream 
of the trailing edges (Stations 3, 4, and 5, Fig. 3), yet they were 
input to the analysis at the trailing edge plane. For this reason 
small adjustments were made to the input exit flow angle 
distributions in order to obtain more precise agreement be
tween the measured and computed results at the downstream 
measurement planes. The maximum adjustment was 0.4 deg at 
the second stator trailing edge plane at the hub. Turning 
within each airfoil row was distributed linearly from the 
leading edge to the trailing edge. The option existed to employ 
either the leading edge flow angle or the leading edge metal 
angle as the initial value for the linear distribution of turning; 
however, for this low-speed comparison the choice had no ma
jor effect on the computed results except within the airfoil 
row. For this reason the leading edge flow angle will be used in 
this assessment. 

Blockage. The spanwise distributions of blockage were 
taken directly from the measured values. Recall that blockage 
in the present context is what has been referred to as ' 'tangen
tial" blockage and not "endwall" blockage [9]. The blockage 
distributions are intended to account for the departure of the 
actual flow field from axisymmetry as assumed in the through-
flow analysis. The blockage relates the results computed in the 
through-flow analysis (usually presumed to represent cir-
cumferentially mass-averaged quantities) to the mass flow 
(which is related to the area-averaged axial velocity). At each 
streamwise station and at each radius the circumferentially 
area-averaged axial velocity (Cx

a) may be related to the axial 
velocity computed by the through-flow analysis from mass-
averaged quantities (CX

PT) by the blockage factor K as follows 
(for incompressible flow) [10] 

K={Cx'/tx"-)=f{r) 
where (for flow in the absolute frame) 

C/T=^2(PT
m-Ps

m)/p cos 
or, based purely on velocity 

dm cos 0" 

(6) 

(7) 
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C/T = VC2m cos 9m cos 0'" (8) 
In the present study data were not available to describe the 

streamwise decay of blockage. Hence its decay with 
downstream distance was based on single-stage rotor data [7, 
17] which were acquired at several locations downstream of 
the rotor trailing edge. Further discussion of blockage is 
available in [7, 10, 17]. 

Additional Aerodynamic Input Considerations. A number 
of rather subjective judgments were required in order to fully 
define the aerodynamic input to the through-flow analysis, 
some of which have already been mentioned. For example 
both the blockage and loss input at the airfoil trailing edge 
plane were in fact measured a short distance downstream 
(AX/BX = 18 to 26 percent, Fig. 3). The local loss does not 
change dramatically with axial distance and hence the impact 
of applying the measured value at the trailing edge plane is 
slight. The same cannot be said for blockage. A survey of 
single-stage rotor blockage data [7,17] indicated that blockage 
decayed roughly with the inverse of axial distance downstream 
of the airfoil, i.e., (1 -K)<x AX^1. It is reasonable to expect 
large variations in blockage immediately downstream of the 
airfoil trailing edge. The data presented in [7, 10, 17] clearly 
demonstrate this. In the present assessment, for lack of data 
directly on the airfoil trailing edge plane, the blockage 
distribution there was made the same as that at the nearest 
downstream traverse plane. The potential impact of this 
assumption will be examined as part of the sensitivity analysis 
in Part II of this paper. However, it can be said in advance 
that for this low-speed comparison the major impact was 
localized to the trailing edge plane and that it did not have any 
major effect on the comparison between measured and com
puted results at the traverse planes. 

The question was considered as to whether the decaying 
aerodynamic blockage from an upstream airfoil row should be 
added to the mechanical blockage of a downstream row in 
multistage configurations. Since the aerodynamic blockage 
has decayed (oc AX~', [7,17]) to such a low level by the time it 
reached the 25 percent chord location of the downstream air
foil it was neglected at all but the leading edge plane. At the 
leading edge plane the aerodynamic blockage was significant 
since the mechanical blockage was zero. At the 25 percent 
chord location the aerodynamic blockage was negligible 
relative to the 9 to 13 percent level of mechanical blockage. 
This approximation may become threadbare at off-design 
(near stall) conditions where blockage levels are generally 
much higher [6]. 

Some aerodynamic blockage was added to the airfoil 
mechanical blockage at the 75 percent chord location near the 
hub and the tip in order to simulate the effects within the air
foil rows of hub corner stall and rotor tip leakage. This was 
found to be necessary in order to suppress static pressure ex
cursions within the airfoil row. These excursions occurred due 
to the high mechanical blockage at the 50 percent chord loca
tions and the high aerodynamic blockage at the trailing edge 
planes. The low mechanical blockage between these two loca
tions, i.e., and the 75 percent chord location, caused a static 
pressure excursion. This excursion could be eliminated by fair
ing in aerodynamic blockage near the hub and tip to produce a 
smooth transition from the mechanical blockage profile at 50 
percent chord to the aerodynamic blockage profile at the trail
ing edge. 

Analytical Simulation Procedure. The flow path geometry, 
required airfoil geometry, and airfoil mechanical blockage 
were input directly from the mechanical design of the com
pressor ([7], Tables 2, 3, and 4). The inlet guide vane was given 
the design value of a spanwise constant 25 deg of turning and 
for the sake of simplicity, no loss. Since no aerodynamic data 
were available at the first rotor trailing edge its loss, deviation, 
and blockage were initially based on data from the second 

I 

i 
< 

v.o -

0.2-

0 . 1 -

0 -

- 0 . 1 -

a 

- N 

\ _ _ - ^ 

I I ' I 
20 40 60 80 100 

40.0 

30.0-

20.0-

1-
K

 

0.15-

0.10-

0.05-

0 i 

c 

V 
1 1 

y^ 
i i 

0 2C 40 60 80 100 

SPAN (%) 
Fig. 4 First stator exit, Station 3; (cllB) = 0.041, * = 0.51 

0 20 40 60 

SPAN (%) 

Fig. 5 First-stage stator exit (Station 3); (cl/B) 
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rotor from the test with the small tip clearance (the first rotor 
having the same small tip clearance, cl/B = 0.007). The first-
stage rotor exit flow angles were increased by 3 deg to account 
for the 3 deg closure relative to the second rotor. 

The first stator deviation and blockage were taken directly 
from the measured values ([7], Table 6). Without measured 
data at the first stator inlet, total pressure loss for the first 
stator was based on the second stator loss for the test with the 
small rotor tip clearance. 

The loss, deviation, and blockage for the second-stage rotor 
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Fig. 6 Second rotor exit (Station 4); (cl/B) = 0.041, * = 0.51 

and stator were taken directly from the measured data ([7], 
Tables 6, 7, and 8). Blockage at planes downstream of the 
second stator exit traverse plane (Station 5) were diminished 
according to (AX~{) and set to zero (\-K = 0) at the 
downstream location where the exit static pressures were 
measured (Stations 6, Fig. 3). 

The loss and deviation of the first rotor were then adjusted 
to obtain rough agreement between the computed and the 
measured total pressure at the first stator exit traverse plane 
(Station 3). At this point the first stator losses were adjusted 
slightly to give a nearly exact match between the measured and 
computed total pressure profiles at the first stator exit traverse 
plane (Station 3). By this process, both analytically and ex
perimentally the first stage simply served to provide an initial 
condition for the highly documented second stage, i.e., close 
agreement between the measured and computed spanwise 
distributions of absolute total pressure and absolute yaw angle 
at Station 3 (Fig. 3). The agreement between all other 
parameters at this plane and at the downstream planes (Sta
tions 4, 5, and 6) will serve as the basis of this assessment. 

Aerodynamic Input Data. A summary is presented in Figs. 
4-7 of the aerodynamic input data. This comparison is made 
at the nominal design flow coefficient ($ = 0.51) and at the 
larger of the two second-stage rotor tip clearances tested (cl/B 
= 0.041). 

The computational grid of the finite element solution for 
this case is shown at the top of Fig. 3. There are four elements 
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Fig. 7 Second-stage stator exit (Station 5); (cl/B) 

100 

0.041, * = 0.51 

in each airfoil row and two between adjacent rows. The sta
tions between adjacent rows correspond to the traverse planes 
(Stations 1-5). The grid has radial divisions of 10 percent span 
out to 70 percent span and 5 percent divisions from there to 
the tip. The refined grid near the tip was required in order to 
accurately describe the strong gradients that occur due to rotor 
tip leakage. 

The input to the through-flow analysis at the first stage 
stator exit (Station 3) is shown in Fig. 4. Spanwise distribu
tions of loss, deviation, and blockage are shown. The loss is 
from the first stator leading edge to the trailing edge plane but 
the flow angle and blockage plotted are for the downstream 
traverse plane at Station 3. The blockage profiles at the trail
ing edge and at Station 3 were made identical and the angle 
distributions at the two locations differ only slightly. The 
measured data (symbols) as well as the actual distributions 
used in the calculation (curve) are both shown. Recall that the 
first stator loss profile was adjusted to provide agreement be
tween the measured and computed distributions of absolute 
total pressure at Station 3. This agreement is shown in Fig. 5 
along with the measured and computed static pressure 
distributions which are also in excellent agreement. The 
average static pressures measured on the hub and tip at this 
station are plotted at 0 and 100 percent span. 

The input to the through-flow analysis at the second-stage 
rotor exit (Station 4) is shown in Fig. 6. Here again the span-
wise distributions of the measured data as well as the actual 
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profiles used in the calculation are shown for loss, deviation, 
and blockage at Station 4, downstream of the second rotor 
trailing edge. The large rotor tip clearance (cl/B = 0.041) has 
caused significant regions of locally high loss, deviation, and 
blockage. It is these distributions which necessitated the 
refined radial grid from 70 to 100 percent span (Fig. 3). 

The input to the through-flow analysis at the second-stage 
stator exit (Station 5) is shown in Fig. 7. Here again, the 
measured and computed distributions are shown for Station 5 
downstream of the second stator trailing edge. The large 
negative loss region at the tip is due to radial redistribution of 
the flow caused by the large rotor tip clearance in the upstream 
row (Fig. 1). The large value of blockage near the hub is 
caused by the severe corner stall present in this region (Fig. 2 
and [5]). 

Figure 3 shows the computed variation of the static pressure 
along the annulus hub and tip (plotted in line with the grid 
above). The measured data are indicated by symbols showing 
the maximum, average, and minimum static pressures 
measured on blade-to-blade arrays of static pressure taps on 
the annulus at Stations 3-6. In general the agreement between 
the computed and measured flow path static pressures is ex
cellent. In most cases the computed value is within the 
measured maximum/minimum range and close to the average. 
The major exception is at the second rotor exit (Station 4) at 
the tip where the measured average is greater than the com
puted value by 0.04 (i.e., 4 percent of l/2pUm

2). The discrep
ancy is due to the large rotor tip clearance (cl/B = 0.041) as 
will be demonstrated in Part II of this paper. The relatively 
large difference between the maximum and minimum static 
pressures at most locations is a good indication of the critical 
importance of determining a good average value from 
measured data. If velocity triangles had been inferred 
using the through-flow analysis to match the measured flow 
path static pressures, significantly different results would have 
been produced depending on where the measured values were 
in the range between maximum and minimum. 

Conclusions 

Aerodynamic blockage from an upstream airfoil row 
decayed sufficiently rapidly that it was small relative to the 
mechanical blockage of the downstream row and could be 
neglected at all but the leading edge station. 

It is essential to obtain an accurate pitchwise average of the 
hub and tip static pressures for comparison with a 
throughflow analysis. The circumferential variation can be a 
large fraction of the hub-to-tip difference (Fig. 3). 

The objective of Part I of this paper was to provide a 
thorough description of the aerodynamic input used in this 
assessment of through-flow theory so that Part II could focus 
on the comparison of the measured and computed results. 
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Through-Flow Analysis of a 
Multistage Compressor: Part 
II—Analytical-Experimental 
Comparisons 
Through-flow theory is at the heart of turbomachinery aerodynamic design in that it 
provides the incidence and Mach number distributions that are ultimately used to 
define the rotor andstator airfoil contours. The assumption of axisymmetry plays a 
major role in the formulation of the theory and the consequences of this assumption 
have historically necessitated the introduction of "blockage" to account for the 
nonaxisymmetries in the flow. The present paper provides an assessment of these 
assumptions and of through-flow theory in general by making detailed comparisons 
between computed and measured results for a two-stage axial compressor. Part II 
focuses on the computed results, particularly the excellent agreement with the 
measured data that can be obtained, and their sensitivity to various simplifying 
assumptions. 

Introduction 

The aerodynamic analysis of the compression system is one 
of the most challenging aspects of every new or up-rated gas 
turbine design. The basic aerodynamic mechanisms playing 
important roles in the compressor include: compressibility, 
unsteadiness, three dimensionality, and viscous effects such as 
boundary layer transition and separation. Although highly 
sophisticated full Navier-Stokes solution algorithms are 
beginning to appear which have the potential to attack these 
flows in full generality, the basis of many contemporary 
design systems is a series of calculations which treat the flow 
as a sequence of two-dimensional calculations [1-4]. Because 
of their speed and efficiency these two-dimensional calcula
tions will continue to play a significant role in multistage com
pressor aerodynamic design. For this reason there is a great in
centive to conduct an assessment of these analyses which will 
guide the compressor analyst as to the interpretation of the 
results of these calculations and as to how these calculations 
can be employed most reliably in the design of new configura
tions and in the analysis of compressor rig data. The objective 
of the present paper is to provide such an assessment of the 
through-flow theory. 

The objective of Part I of this paper [5] was to provide a 
thorough description of the aerodynamic input used in this 
assessment. This included a discussion of how the row-by-row 
description of airfoil total pressure loss, deviation, and 
blockage were defined from the benchmark data base and how 
they were used in the analysis. The objective of Part II of this 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 31st International Gas Turbine 
Conference and Exhibit, Dusseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters December 26, 1985. Paper 
No. 86-GT-14. 

paper is to provide a detailed comparison of the measured and 
computed results and to examine the sensitivity of the com
puted results to various simplifying assumptions. The com
parisons between the measured and computed results will in
clude hub and tip static pressures as well as spanwise distribu
tions of the flow speed and direction, and absolute and 
relative total and static pressures. It will be shown that while 
excellent agreement can be achieved between the measured 
and computed results, this agreement is strongly dependent on 
using not only the correct level of blockage, but also the cor
rect spanwise distribution. 
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Discussion 

For the sake of completeness, Fig. 3 of Part I is duplicated 
here as Fig. 1. In addition to showing the finite element grid 
and the airfoil and measurement plane locations, this figure 
shows the measured and computed static pressures along the 
annulus hub and tip. The symbol indicating the measured data 
illustrates the maximum, average, and minimum static 
pressures as measured on dense blade-to-blade arrays of static 
pressure taps on the annulus hub and tip at Stations 3-6. The 
relatively large difference between the maximum and 
minimum static pressures at most locations is a good indica
tion of the need for care in determining a good average value 
from measured data. 

The computed hub and tip static pressures show a generally 
increasing trend across each airfoil row. There is a weak local 
minimum in the hub static pressure at the second stator trail
ing edge where the local blockage is very high (l-i(T=0.32, 
see [5], Fig. 7c). This behavior is similar to the low hub static 
pressure predicted at the trailing edge of the single-stage rotor 
of [6, 7] where the local blockage was also very high 
(1-A"=0.39). In general, the agreement between the com
puted and measured results is excellent. At most locations the 
computed value is within the measured maximum/minimum 
range and close to the average. The only exception to this is at 
the second rotor exit (Station 4) at the tip where the average 
measured value is greater than the computed value by 0.04 
(i.e., 4 percent of Qv ). It will be demonstrated later that this 
difference is due to the large rotor tip clearance (4.1 percent 
chord). This generally good agreement suggests that the ra
tionale for determining blockage [5, 8] is reasonable. 

From this point on, this assessment will focus on comparing 
spanwise distributions of various measured and computed 
quantities in the absolute and rotating frames of reference at 
the three traverse planes (3,4, and 5). At various points both 
area and mass-averaged measured data will be used for com
parison. The difference between these two averages is impor
tant since an axisymmetric through-flow analysis is usually 
considered to be a prediction of mass-averaged quantities. 

The area-averaged axial velocity (Cx-K), relative yaw angle, 
and absolute and relative flow speed profiles at the first stator 
exit traverse plane (Station 3) are shown in Fig. 2. The 
measured and computed axial velocity are in excellent agree
ment except very near the tip. The computed relative yaw 
angle (BETA) is within one degree of the measured profile. 
The absolute and relative flow speeds are also in excellent 
agreement with the measured data. In the absolute flow speed 
plot where two symbols are plotted the circle ( o ) is the mass 
average {M) and the cross ( + ) is the area average 04). For the 
relative speed the two averages are virtually identical. 

Figure 3 shows the measured and computed velocities and 
absolute yaw angle (ALPHA) at the second rotor exit traverse 

0.6-

0.5-

^ 0.4-<. 
S 

3 0.3-

o 

0.2-

0.1-

0-

w 60 -

2 

< 
5 0 -

0.8-

5 0.6-
< 

3 0.4-
o 

0.2-

0.4-

0.2-

-o e e-o-

O MASS AVG 
+ AREA AVG 

HUB TIP 
1 1 1 1 

0 20 40 60 80 100 

SPAN (%) 

Fig. 2 First-stage stator exit (Station 3); (cl/B) = 0.041, # = 0.51 

Nomenclature 

B = airfoil true chord 
Bx = airfoil axial chord 
C = absolute flow speed 

CP = pressure coefficient = 
(P-PTMVQU„ 

Cx = axial component of 
velocity 

cl = rotor tip clearance 
Df = NASA diffusion factor 
K = blockage factor 
P = pressure 

Qu = dynamic pressure based 
on midspan wheel 

speed = —pU2
m 

Q = 

r = 
Um = 
W = 
x = 

0 = 

* = 

P = 

incident dynamic 
pressure 
radial distance 
wheel speed at midspan 
relative flow speed 
axial distance 
absolute yaw angle (from 
axial) 
relative yaw angle (from 
axial) 
flow yaw angle (from 
axial) 
flow coefficient = 
Cx/Um 

fluid density 

Subscripts 
m 
S 
T 
0 

1, . . . ,5 
A 

R = 

x = 
r = 

midspan 
static 
totals 
compressor inlet station 
compressor axial stations 
absolute frame of 
reference 
rotating frame of 
reference 
axial 
radial 
tangential 

Superscripts 
— a, (A) = pitchwise area average 

— m,(M) = pitchwise mass average 
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Fig. 4 Second-stage stator exit (Station 5); (cl/B) = 0.041, 4> = 0.51 

plane (Station 4). The axial velocity is well predicted except 
very close to the hub and tip. There is a significant difference 
between the measured and computed absolute yaw angles 
from 90 percent span to the tip. This difference could be 
reduced by locally increasing the rotor loss but such an in
crease cannot be justified with the measured rotor loss 
distribution ([5], Fig. 6a). The agreement between the 
measured and computed absolute yaw angles at the tip could 
also be improved by increasing the rotor exit relative yaw. This 
also might seem attractive in light of the data point at 97.5 per
cent span in Fig. 6(b) of [5]. It was demonstrated, however, 
that a 4 deg increase in relative yaw at 100 percent span 
resulted in an increase of only 1 deg in absolute yaw which is 
quite small in comparison to the discrepancy in Fig. 3(fc). In 
addition this 4 deg increase in relative yaw angle caused a 
reduction in absolute flow speed (C/UM) of 0.04 and a drop 
of 0.06 in the absolute total pressure coefficient at the tip. 
Both of these changes would have degraded the agreement be

tween the measured and computed results (see Figs. 3c and 
5d). For these reasons, and because of general uncertainty 
about the accuracy of the data point at 97.5 percent span due 
to the close proximity of the rotating frame probe and the sta
tionary case surface, the rotor exit relative yaw angle profile 
was chosen as shown in Fig. 6(b) of [5]. 

The absolute and relative flow speeds are in excellent agree
ment with the computed results except for the regions very 
close to the hub and tip. Where two symbols are shown for the 
relative flow speed the circle (o) is the mass-averaged flow 
speed and the cross ( + ) is the area average. The two averages 
are virtually identical for the absolute flow speed. 

The flow speeds and relative yaw angle at the second stator 
exit traverse plane (Station 5) are shown in Fig. 4. The axial 
velocity is well predicted except for very close to the tip. The 
relative yaw is also well predicted except in the hub region 
where significant differences exist between the measured and 
computed results (~2 deg). The computed absolute flow 
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speed is in good agreement with the measured mass averages 
( o ) . The area-averaged flow speed ( + ) is significantly below 
the prediction due to the high blockage in this region. The 
mass and area-averaged relative flow speeds are much closer in 
magnitude and in excellent agreement with the computed 
values. 

The inlet and exit relative flow angles as well as the inlet and 
exit relative total and static pressures for the second rotor are 
shown in Figs. 5(a) and 5(b). Similar absolute frame quantities 
for the second stator are shown in Figs. 5(c) and 5(d). Recall 
that the exit angle profiles are part of the input data and for 
this reason these curves essentially lie on the measured data. 
As mentioned above the computed inlet angles are in excellent 
agreement with the measured values except at the stator tip 
where a significant difference exists. For the case with the 
smaller second rotor tip clearance (cl/B = 0.001) the agreement 
between the measured and computed second stator inlet ab
solute flow angles is excellent from hub to tip. This indicates 
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that the disagreement at the tip with the large clearance is at
tributable to the locally high values and rapid spanwise gra
dients of loss, deviation, and blockage for this case ([5], Fig. 
6). 

Because the rotor and stator losses are input the difference 
between the inlet ( + ) and exit ( o ) total pressures in Fig. 5(b) 
and 5(d) are identical with the measured values. Thus, the 
assessment of the prediction is based on how well the inlet 
relative and absolute total pressure profiles are predicted. The 
agreement between the measured and computed results is in 
general agreement. (Recall the regions of negative loss near 
midspan on the rotor and near the tip of the stator.) The static 
pressure profiles are in general well predicted as to level and 
trend. The most notable exception is at the rotor exit/stator 
inlet (Station 4) where the data indicate a local minimum in the 
static pressure between 85 and 90 percent span which is only 
weakly suggested by the computed result. Several points are 
worth mentioning with regard to this static pressure minimum 
within the flow: (1) It was not present for the case with re
duced tip clearance (Fig. 13). (2) It has been observed 
downstream of a single-stage rotor ([9], Fig. 2) where, for 
reasons not related to tip leakage, there was a high loss region 
at the tip ([10], Fig. 16). (3) It has been observed that low static 
pressure is often associated with regions of high total pressure 
loss downstream of compressor airfoil rows ([9], conclusions 1 
and 2). 

Looking back over this assessment of through-flow theory 
(Figs. 1-5) one is led to the conclusion that, given the "proper 
input," there is every expectation that an accurate prediction 
will result. The assessment represents a particularly challeng
ing demonstration of the robust nature of through-flow theory 
because of the strongly three-dimensional flow mechanisms 
that were present in the data base due to the large rotor tip 
clearance [11] and due to the large region of hub corner stall 
on the second stator [12] (see [5], Figs. 1 and 2). The key is 
proper input and the least well understood part of the input is 
the blockage. It is noteworthy, however, that the description 
of blockage used in this assessment ([5], equations 6, 7, and 8, 
and [8]) has resulted in what is believed by the authors to be 
the first accurate prediction of static pressure based purely 
upon measured data. 

In the absence of such proper input one needs to know the 
impact of using less detailed or less accurate information. 
Other questions arise as to the impact of the fineness of the 
finite element grid, or the impact of some of the subjective 
judgments made about the input (e.g., making the trailing 
edge plane blockage equal to the downstream traverse plane 
blockage). These and other questions are addressed in the 
following paragraphs. 
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A number of calculations have been carried out to 
demonstrate the sensitivity of the computed results to specific 
details of the input data and to the computational mesh. The 
computed results from the comparison with measured data in 
the previous section will serve as the base case against which 
the sensitivities will be determined. Sensitivity will be deter
mined for five example cases in the following three areas: (1) 
aerodynamic blockage, (2) mechanical blockage, and (3) com
putational mesh. 

Case A: Blockage at the Trailing Edge Planes. 
Aerodynamic blockage data were only available at the traverse 
planes (Stations 3, 4, and 5) and yet aerodynamic blockage 
had to also be specified at the airfoil trailing edge planes. In 
spite of the fact that it is known that blockage decays rapidly 
with distance downstream of an airfoil [8], for lack of better 
information the trailing edge blockage distributions were 
made equal to those at the traverse planes downstream. In 
order to demonstrate the sensitivity of the computed results to 
this approximation, Case A was run with the trailing edge 
blockages increased arbitrarily by 50 percent (1.5 x). Since 
these blockage increases affected the flow angles at the 
traverse planes, the trailing edge deviations were adjusted in 
order to restore the agreement between the measured and 
computed exit flow angles at the traverse planes. The resulting 
flow path static pressure distribution is shown in Fig. 6. When 
compared with the base case (Fig. 1) the results are virtually 
identical except at the second stator trailing edge (S2/TE) 
where a strong local low pressure spike is present at the hub 
(AC/>S = 0.12). The effects on the computed results at the 
traverse and leading edge planes were minimal, the change in 
static pressure (ACPS) being typically less than 0.01 and the 
change in incidence being a small fraction of one degree. 
Although the equation governing the through-flow analysis 
([5], equation (4)) is elliptical the effects of changing blockage 
are very localized in extent axially (for this low-speed com
parison). The converse would have been painful. 

Case B: Spanwise Constant Aerodynamic Blockage. 
Distributions of aerodynamic blockage input at the traverse 
planes (and at the trailing edge planes) vary strongly with span 
([5], Figs. 4c, 6c, and 7c). Since historically spanwise distribu
tions of blockage have not been available to the analyst it 
would be of value to know the magnitude of the errors in
curred by simply using a constant value of blockage across the 
span. This was investigated by taking the spanwise mass-
averaged aerodynamic blockage at the trailing edge, traverse, 
and leading edge planes from the base case and substituting 
these constant values from hub to tip at each axial station. At 
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the first stator trailing edge and at Station 3 a constant 
blockage of 1.3 percent (K= 0.987) was used instead of the 
measured distribution ([5], Fig. 4c). At the second rotor exit 
and at Station 4 a constant value of 1.3 percent was used in 
place of the measured profile ([5], Fig. 6c). At the second 
stator exit and at Station 5 a constant value of 4.8 percent was 
used in place of the measured profile which reached a max
imum value of 32 percent at the hub ([5], Fig. 7c). The 
resulting flow path static pressure distribution is shown in Fig. 
7. In addition, Fig. 8 shows how this case differs from the base 
case in terms of the spanwise distributions of static pressure 
and incidence at the three traverse planes. The changes plotted 
represent Case B values minus the base case values. At the first 
stator and second rotor exits (Stations 3 and 4) the differences 
are minimal. This is due to the fact that the maximum local 
blockage at these planes was low (approximately 6 percent, 
[5], Figs. 4c and 6c). At the second stator trailing edge (Station 
5) the impact of a constant blockage is significant at the hub. 
This sensitivity is due to the fact that the maximum local 
blockage at the hub at this plane was very high (32 percent, 
[5], Fig. 7c). At this location the constant blockage has in
creased the local static pressure ACPS by 0.07, or 17 percent of 
the stator exit dynamic pressure, and it has increased the 
relative flow angle (incidence on a downstream rotor) by 4 
deg. The conclusion here is that using the correct spanwise 
distribution of blockage is important in correctly predicting 
the flow. For this case there is a local 1 deg error in incidence 
for every 7 percent error in local blockage. From this com
parison it is clear that the computed flows are sensitive to the 
spanwise distribution of aerodynamic blockage. The sensitiv
ity to the level of blockage will be considered in Case D. 

Case C: Impact of Mechanial Blockage. In this case the 
sensitivity of the computed results to mechanical blockage was 
assessed by setting_ the blockage (aerodynamic and 
mechanical) to zero (K= 1) at the three axial stations within 
each airfoil row. The maximum values of the mechanical 
blockage were at the 25 percent chord locations and they were 
in the vicinity of 9 to 13 percent. Eliminating mechanical 
blockage at the intra-airfoil stations only had significant im-
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pact at these stations and not at stations between rows. The 
impact at the leading edge, trailing edge, and traverse loca
tions was very small (for this low-speed comparison). At the 
traverse planes the static pressure profiles ACPS varied by less 
than 0.01 and the incidence to downstream rows varied by less 
than 1/2 deg. 

Case D: No Aerodynamic or Mechanical Blockage. As 
an assessment of a worst case condition in terms of blockage a 
calculation was carried out without any aerodynamic or 
mechanical blockage (K= 1). Since the impact of eliminating 
blockage within the airfoil rows was negligible, as 
demonstrated in Case C, the major impact of the present case 
will be in eliminating all aerodynamic blockage (at the trailing 
edge, traverse, and leading edge planes). The computed flow 
path static pressure distribution is shown in Fig. 9. Com
parison of these results with the base case (Fig. 1) shows that 
the elimination of blockage has had a major impact, especially 
at the second stator trailing edge where the measured 
aerodynamic blockage had been large (32 percent at the hub). 
The computed spanwise distributions of the second rotor and 
stator, inlet and exit, total and static pressures are compared 
with the measured distributions in Figs. 10(a) and lO(ft). In ad
dition, the differences between this prediction and the base 
case prediction of the spanwise distributions of the incidence 
on downstream airfoils and static pressure are shown in Figs. 
10(c) and 10(d). The absence of blockage has caused signifi
cant errors in the total and static pressures. At the first stator 
exit traverse plane (Station 3) Fig. 10(d) shows that the static 
pressure error ACPS is typically 0.02 and that at the second 
rotor exit traverse plane (Station 4) it is typically 0.03. At the 
second stator exit traverse plane (Station 5) the static pressure 
error is typically 0.06 and it rises to 0.13 at the hub. These er
rors correspond to 15 and 32 percent, respectively, of the sec
ond stator exit dynamic pressure. At this plane the computed 
incidence for a downstream rotor (Fig. 10c) would be in error 
by typically 2 deg and by 6 deg at the hub. The positive in
cidence error indicates a rotor relative inlet angle which is 6 
deg too high. 

By comparing Case D (with no blockage) to Case B (with 
constant aerodynamic blockage) it is possible to isolate the ef
fect of the level of aerodynamic blockage from the effect of 
the spanwise distribution of aerodynamic blockage. (Recall 
that mechanical blockage only had a significant impact within 
the airfoil rows.) Comparing Figs. 8(a) and 8(b) (Case B) with 
Figs. 10(c) and 10(d) (Case D) indicates that the spanwise 
distribution of aerodynamic blockage has a significant impact 
on the spanwise distributions of static pressure and incidence 
and that the level of aerodynamic blockage has a significant 
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Fig. 10 Case D: no aerodynamic or mechanical blockage; 
(c//B) = 0.041,* = 0.51 

impact on the levels of static pressure and incidence. The dif
ferences between Cases B and D and the base case are very 
similar in spanwise variation but they are significantly dif
ferent in level. 

The conclusion from these comparisons and from Case B is 
that an adequate modeling of the levels and spanwise distribu
tions of aerodynamic blockage is necessary for an accurate 
prediction of the total and static pressure distributions as well 
as for an accurate prediction of incidence. 

Case E: Coarse Axial Grid. Given the insensitivity of the 
computed results to conditions within the airfoil rows (i.e., 
aerodynamic and mechanical blockage), and in the interest of 
minimizing the amount of input required, a calculation was 
carried out with a coarse axial mesh. This mesh had axial 
planes only at the airfoil leading and trailing edge locations 
(Fig. 11). It should be pointed out that the finite element 
scheme contains node points at the midpoint of each element 
side. Therefore, in spite of the fact that there are mesh planes 
only at the leading and trailing edge planes, there are node 
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points at the midchord of each airfoil. Since even the traverse 
planes downstream of each airfoil row were deleted, the 
measured data were compared with the computed results at 
the trailing edge planes. Aside from the coarse grid, all other 
aerodynamic and geometric input was identical with the base 
case. The resulting flow path static pressure distribution is 
shown in Fig. 11. It can be seen by comparing these results 
with those of the base case (Fig. 1) that aside from the lack of 
resolution within the airfoil rows coarsening the axial grid had 
negligible impact on the computed results. At the trailing edge 
planes the change in the spanwise distribution of static 
pressure ACPS was less than 0.01 and the change in incidence 
to downstream rows was less than 1/2 deg. A calculation was 
also made which retained the traverse planes in the calcula
tion. The results were virtually identical to the case described 
here without them. The conclusion reached in this comparison 
is that for the through-flow method of [2, 3] the bare 
minimum grid (leading and trailing edge stations) is sufficient 
to produce an accurate calculation (at least for low-speed 
flows). 

Small Rotor Tip Clearance (cl/B) = 0.007. A second set of 
data had been acquired on the two-stage compressor with the 
second-stage rotor running at a tip clearance which was much 
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Fig. 13 Second rotor and stator inlet and exit conditions; (cl/B) = 0.007, 
# = 0.51 

smaller than that which existed in the previous comparisons 
(cl/B = 0.001 versus 0.041). The relevance to the present 
assessment is that this reduced tip clearance produced a rotor 
exit flow field in which the three-dimensional effects and the 
general distortion of the flow field were greatly reduced 
relative to the large clearance case. For this reason it is to be 
expected that the through-flow calculation will predict the 
measured flows even more accurately than for the large 
clearance case. 

The computational grid and the computed flow path hub 
and tip static pressures for the small tip clearance case are 
shown in Fig. 12 along with the measured static pressures at 
Stations 3-6. The major difference between these results and 
those for the large clearance case (Fig. 1) occurs at the tip be
tween the second stage rotor and stator (Station 4). The 
measured data are slightly different from the large clearance 
case but the major difference is that the predicted static 
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pressure at the tip is in excellent agreement with the average 
measured static pressure. All other differences are small 
relative to this change. 

Comparisons of a more detailed nature are shown in Fig. 
13. The span wise distribution of axial velocity at the second 
rotor exit (Station 4) shown in Fig. 13(a) can be compared with 
a similar figure for the large clearance case, Fig. 3(a). Reduc
ing the rotor tip clearance has had a major effect in increasing 
the axial velocity from the 80 percent span location out to the 
tip. Whereas for the large clearance case the axial velocity pro
file at the tip was predicted reasonably well, for the small 
clearance case agreement was virtually exact. Similar results 
were also obtained for the absolute flow angle profile. 
Whereas for the large clearance case there was a large increase 
in flow angle from 80 percent span to the tip which was well 
predicted out to 90 percent but not well predicted from there 
to the tip (Fig. 2b), for the small clearance case the magnitude 
of the flow angle increase was lower by approximately 50 per
cent and it was predicted almost exactly by the through-flow 
analysis. 

The axial velocity profile for the small clearance case at the 
second stator exit (Station 5), Fig. 13(6), can be compared 
with similar results for the large-clearance case in Fig. 4(a). 
Here again, reducing the tip clearance has produced a 
smoother spanwise profile. However, even for the small 
clearance case there is still a significant difference between the 
measured and computed results between 90 percent span and 
the tip. 

The spanwise distributions of inlet and exit, total and static 
pressures for the second-stage rotor and stator are shown in 
Figs. 13(c) and 13(d). These results for the small-clearance 
case can be compared with the large-clearance case in Figs. 
5(b) and 5(d)- As expected the agreement between measured 
and computed results for the small-clearance case is 
significantly better than for the large-clearance case. The ma
jor differences in total pressure between the two cases is in the 
tip region where reducing the tip clearance markedly reduced 
the loss in relative total pressure across the rotor. The negative 
loss region at the stator tip with the large clearance (Fig. 5d) 
has become a region of positive loss with the small clearance 
(Fig. 13d). Recall that the negative loss had been attributed to 
a radial redistribution of the flow as it passed through the 
stator passage due to strongly three-dimensional flow at the 
rotor tip. 

The last major difference between the large and small rotor 
tip clearance cases is in the static pressure profiles downstream 
of the second rotor at Station 4 (Figs. 5b and 5d and Figs. 13c 
and 13d). The oscillation in the measured static pressure be
tween 80 percent span and the tip for the large-clearance case 
has completely disappeared for the small-clearance case. For 
the large-clearance case this oscillation was faintly suggested 
by the prediction but generally speaking it was not predicted. 
For the small-clearance case the agreement between the 
measured and computed results was excellent. 

Finally, some measure of caution must be exercised in the 
interpretation of the through-flow analysis results presented 
here. Since this comparison has been for low-speed flow some 
of the observations made in this discussion may not be valid 
for high-speed flows. In particular, the insensitivity of the 
computed results to trailing edge blockage, airfoil mechanical 
blockage, and grid coarseness may be valid only for low-speed 
flows. The results of [13] indicate that high-speed flows are 
sensitive to some of these variables. For example, in the 
analysis of a high-through-flow compressor stage, a change of 
3 deg in rotor hub incidence occurred when the through-flow 
analysis grid was changed from having no calculation stations 
within the blade row (i.e., only leading and trailing edge sta
tions, [13], Fig. I l l , p. 97) to having 5 intrarow stations (i.e., 
every 20 percent chord, [13], Fig. 121, p. 102). A similar 
observation is made in [14]. 

Conclusions 
An assessment of through-flow theory has been carried out 

by comparing the predictions of a modern finite element 
through-flow analysis [2, 3] with a benchmark data base ac
quired on a low-speed two-stage axial compressor. The 
benchmark data base was used to supply the aerodynamic in
put required by the analysis including loss, deviation, and 
blockage. The following conclusions were drawn: 

1 It is essential to obtain an accurate pitchwise average of 
the hub and tip static pressures for comparison with a 
through-flow analysis. The circumferential variation can be a 
large fraction of the hub-to-tip difference (Fig. 1). 

2 Given proper input, there is every expectation that an ac
curate prediction will result (Figs. 1-5). 

3 The description of tangential aerodynamic blockage 
used in this assessment (from [8]) has produced an accurate 
prediction of most aspects of the flow field. 

4 Computed results at locations between adjacent airfoil 
rows are mainly dependent on the blockage profile at those 
locations and only weakly dependent on the trailing edge plane 
blockage profile immediately upstream (Figs. 1 and 6). 

5 Airfoil mechanical blockage only had a significant im
pact at stations within the airfoil row and not at stations be
tween adjacent airfoil rows. 

6 The computed results are strongly dependent on the 
spanwise distribution of aerodynamic blockage. It was 
demonstrated that using the correct level of blockage but the 
wrong distribution (i.e., a constant) produced significant er
rors in both static pressure and incidence (Fig. 8). 

7 The spanwise distribution of aerodynamic blockage has 
a significant impact on the spanwise distributions of static 
pressure and incidence and the level of aerodynamic blockage 
has a significant impact on their levels (Figs. 8 and 10). 

8 The minimum streamwise grid density (leading and trail
ing stations only) is sufficient to produce an accurate calcula
tion with the through-flow analysis used in this assessment [2, 
3] (Fig. 11). 

9 The measured and computed results were in closer agree
ment for the case with the small rotor tip clearance than for 
the large clearance (Figs. 1 and 12). This is to be expected due 
to the more strongly three-dimensional nature of the flow with 
the large rotor tip clearance. 
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The Development of a Second 
Generation of Controlled Diffusion 
Airfoils for Multistage 
Compressors 
The evolution of Controlled Diffusion Airfoils' is traced from inception of the 
theoretical design model to demonstration of significant performance gains at 
engine operating conditions in a multistage compressor rig. The proven 
aerodynamic benefits and versatility of first-generation Controlled Diffusion 
Airfoil blade elements are extended to the endwall flow region using an Integrated 
Core/Endwall Vortex design model to produce a new full-span optimized second-
generation Controlled Diffusion design. Highlighted are the essential roles of ex
tensive cascade, low-speed, large-scale, and high Mach number compressor rig 
testing in developing and substantiating the second-generation Controlled Diffusion 
technology resulting in a 1.5 percent increase in efficiency and30percent increase in 
surge-free operation relative to first-generation Controlled Diffusion Airfoils. 

Introduction 
The demand for lower fuel consumption and reduced cost 

of modern gas turbine engines has led to a requirement for 
both increased efficiency and higher aerodynamic loading 
capability in compressors. The application of the first 
generation of nonstandard airfoils, designated "Controlled 
Diffusion Airfoils," in the seventies was a major contribution 
to demonstrated increases in compressor performance (Fig. 
1). Commercial engine compressors with Controlled Dif
fusion Airfoils were improved by 2 percent in polytropic 
efficiency and 60 percent in pressure rise per airfoil by the 
early eighties. The NASA/Pratt & Whitney Energy Efficiency 
Engine compressor demonstrated the ability to push the 
improvement in pressure rise per airfoil to 150 percent of the 
standard airfoil technology of the seventies while improving 
efficiency by 1 percent. Controlled Diffusion Airfoil (CDA) 
technology produced benefits beyond the flowpath, rotational 
speed, and configuration changes by increasing both ef
ficiency and airfoil pressure loading; it was instrumental in 
bringing the compressor state-of-the-art performance above 
90 percent polytropic efficiency. Controlled Diffusion Airfoil 
technology also produced significant reductions in the airfoil 
count of the PW2037 and PW4000 commercial engines. As 
this paper will show, further gains in efficiency and surge 
margin are attainable with a new generation of Controlled 
Diffusion Airfoils. 

"Controlled Diffusion" is the trade name given by Pratt & Whitney to a 
simplified procedure for specifying the geometry of high-performance, custom-
designed airfoil sections disclosed under U.S. Patent No. 4,431,376. 

Contributed by the Gas Turbine Division and presented at the 1985 Beijing In
ternational Gas Turbine Symposium and Exposition, Beijing, People's Republic 
of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
May 6, 1985. Paper No. 85-IGT-9. 

These airfoil technical advances were built on the foun
dation of a modern two-dimensional compressible potential 
flow code combined with improved boundary layer codes 
providing the capability to design sections which minimize 
boundary layer growth and prevent boundary layer 
separation. When applied to the multistage core compressor 
environment, however, the ability of these modern airfoil 
sections to meet their peak aerodynamic potential is limited by 
the three-dimensional effects imposed by the endwall en
vironment. Secondary flow patterns are caused by (1) cross 
channel, pressure-gradient induced vortices, (2) tip clearance 
loss in rotors, (3) cavity loss in stators, and (4) general end-
wall friction [1]. These patterns modify the flowfield so 
drastically that their effects must be accurately modeled and 
reflected in the design geometry to achieve peak performance. 
This is especially true in the middle and rear stages of 

STANDARD AIRFOILS 

Fig. 1 First-generation controlled diffusion airfoil efficiency and 
loading contributions 
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Fig. 3 First-generation CDA design criteria are adapted to the end-

walls in the second-generation approach 

multistage compressors where higher hub/tip ratios, lower 
aspect ratio, and a highly developed endwall boundary layer 
produce endwall efficiency penalties on the order of 5.0 
percentage points. That is, about 50 percent of the total 
inefficiency is caused by endwall effects. 

Further advances in the state of the art of multistage 
compressor design require a design approach that extends the 
refined CDA blading philosophy into the endwall region for 
optimized full-span performance. This paper traces the 
development of such a design system and its use in originating 
a new family of advanced compressor airfoils - second-
generation Controlled Diffusion Airfoils developed for future 
models of modern engines. The evolution of second-
generation Controlled Diffusion Airfoils (CDA-II) is 
followed from analytical model to performance demon
stration to show the critical roles and relationship of cascade, 
large scale, and low Mach number compressor rigs in the 
development of this new technology. 

Design and Development Approach 

The design and development of high-speed multistage 
compressors is one of the most demanding technical 
challenges in engineering today. It is a multidimensional 
problem. A complex three-dimensional flowfield exists in 
each blade row. The multiplicity of blade rows, their 
aerodynamic interaction, and the desire to have all rows reach 
peak performance simultaneously are added dimensions. The 
challenge of finding and developing new technology in this 
atmosphere requires a sophisticated approach which ac
curately models the physics of these complex aerodynamic 
interactions. 

The first-generation CDA design approach concentrated on 
the optimization of airfoil sections in the core, or the region 
of the span little affected by wall effects, using extensive 

cascade testing to substantiate modeling of the blade-to-blade 
potential flowfield and boundary layer. The endwall regions 
whose extent and aerodynamics were defined by simple 
empirical correlations were treated as boundary conditions to 
the core. Endwall blading was treated as an extension of the 
core blading modified only in metal angle based on a 
boundary layer approximation. The substantiation of this 
first-generation approach occurred in full multistage rigs in 
the NASA Energy Efficient Engine program and in rigs and 
engines of commercial engine programs. 

The design-development approach presented here for 
second-generation Controlled Diffusion Airfoils combines an 
aerodynamic model with cascade, low and high Mach number 
rig testing to extend the proven benefits and versatility of 
Controlled Diffusion blade elements into the endwall region. 
The elements of this second-generation CDA approach are 
presented in flow chart form in Fig. 2 to show their 
relationship among themselves and to the first-generation 
CDA design foundation on which this approach is built. The 
core and endwall CDA blading elements utilizing both profile 
shape and angle interact through the integrated flowfield 
model to optimize full-span performance. The cascade, large-
scale, low and high Mach number compressor rigs provide 
detailed flowfield and blade element data feedback to develop 
and substantiate aerodynamic models for wall friction, tip 
clearance, and cavity effects. These rigs form a com
prehensively instrumented and controlled environment, which 
provides great accuracy in isolating and understanding 
aerodynamic effects. They are building blocks in the for
mulation and substantiation of the model leading to overall 
verification and feedback in high Mach number rig testing. 
The High Mach Number Closed Loop Compressor Test 
facility reproduces the engine environment to provide final 
verification that the technology is immediately usable under 
engine conditions without the necessity of transformation for 
Mach number and Reynolds number effects. The formulation 
of each of these elements and their role in the development 
and successful demonstration of the second-generation 
controlled diffusion design are discussed below. 

Basic Controlled Diffusion Airfoil Foundation 

The success of first-generation Controlled Diffusion 
Airfoils in producing increased efficiency and loading 
capability of subsonic and transonic airfoils in modern 
compressors resulted from extensive theoretical analysis and 
cascade testing extending back to 1974. The significant 
milestones in the development of this technology are 
presented in detail by Weingold and Hobbs [2]. The Con
trolled Diffusion Airfoil design criteria resulting from this 
technology are illustrated in Fig. 3. The major features of 
these criteria are (1) continuous suction surface Mach number 
acceleration to boundary layer transition, (2) peak Mach 
number less than 1.3, and (3) diffusion rate controlled to 
prevent separation and minimize skin friction. 

Cascade test results presented in [2] confirmed that airfoil 
sections designed to these criteria could operate at higher 
Mach numbers with less loss penalty than standard airfoils 
and with up to 25 percent greater incidence range at a given 
loss. These benefits have undoubtedly contributed greatly to 
their success in multistage compressors where matching of the 
many airfoil rows, stagewise and spanwise, is a major 
problem. The cascade testing of these initial CDA sections 
also provided feedback on the accuracy of the aero codes and 
design criteria. An example of the agreement of design code 
surface Mach number prediction versus Mach number derived 
from test surface static pressure measurements is given in Fig. 
4; the data show excellent agreement for a highly loaded 1.0 
solidity section tested in both a cascade tunnel and at 50 
percent span of a single stage stator. Figure 4 also reveals in 
its smooth monotonic closure of suction and pressure surface 
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Fig. 4 Cascade and single-stage rig airfoil surface static pressure 
measurements verify the CDA blade element design system 
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Fig. 5 Integrated core/endwall aerodynamic model used in the 
second-generation CDA designs 

Mach numbers at the trailing edge that the design goal was 
met: elimination of separation by control of diffusion rate 
through scheduling of profile thickness and angle. The 
second-generation CDA approach retains this basic CDA 
foundation but adapts it to the endwall environment. 

Extension of Basic CDA Philosophy to the Endwalls 

Formulation of the Integrated Core/Endwall Aerodynamic 
Model. The foundation of the second-generation CDA 
design is the formulation of an analytical design model which 
accurately represents the physics of the multidimensional 
flowfield and its interaction with airfoil blade element 
geometry. The major elements of this integrated core/endwall 
aerodynamic model are presented in Fig. 5. This design model 
combines a two-dimensional, potential blade element solution 
with compressible boundary layer calculation from wall to 

wall; subroutines calculate loss and deviation when the airfoil 
boundary layer is separated, as often occurs near walls. 
Superimposed on this base are vortices which wrap up end-
wall loss sources including wall friction, tip clearance, shroud 
cavity, and undecayed upstream effects. The resultant 
spanwise loss and turning distributions are fed into an 
axisymmetric streamline program which integrates their effect 
on the flow field through radial equilibrium and continuity 
solutions. 

The interaction of the CDA-designed endwall airfoil 
sections with the aerodynamics imposed by the endwall 
flowfield provide the necessary ingredients for optimizing the 
endwall airfoil shapes and inlet and exit angles. This provides 
design capability to reduce endwall loss and increase endwall 
loading capability for increased surge margin. An equally 
important feature of this system is the feedback of loss and 
turning from the CDA endwall airfoil sections to the endwall 
flowfield aerodynamic model to more accurately set the 
endwall blockage and boundary conditions on the two-
dimensional core. This improved evaluation of interaction of 
core and endwall permits optimization of each for maximum 
overall performance. A more complete discussion of the 
formulation of this design system and its substantiation by 
cascade, large-scale, low and high Mach number rig testing 
follows. 

Substantiation of the Vortex Aerodynamic Model in 
Stators. It has been shown in Fig. 4 that the CDA blade 
element model is effective in representing unseparated two-
dimensional cascade and stator core sections. The extension 
of CDA blade elements to the endwalls, however, requires an 
analytical model capable of handling severely stalled and 
often separated sections. Accurate modeling of separated 
airfoil loss and turning is needed to provide a vehicle for 
determining the best section shape and angle for optimum 
endwall performance. A separated loss and turning model was 
developed for second-generation Controlled Diffusion 
Airfoils using two-dimensional cascade test data and added to 
the basic boundary layer calculation. This model relates the 
loss and turning of a separated cascade to the Mach number 
and boundary layer properties at the calculated point of 
separation from the potential flow/boundary layer solution. 
Loss is calculated for a mixing process at the separated Mach 
number; deviation has been modeled as a function of 
separation point, potential unseparated turning and cascade 
geometry. 

A basic source of endwall loss in stators and all con
figurations is frictional drag. In the Integrated Core/Endwall 
Aero Model, friction is considered to be due to boundary 
layer growth resulting from the pressure gradient impressed 
on the endwall by the airfoil cascade. It is modeled as a 
function of loading (AP/Q), Reynolds number, and cascade 
geometry, and integrated from blade to blade along the wall 
with analytical modifications for airfoil boundary layer 
separation and removal of fluid by the vortex. This is one of 
the loss sources wrapped up into the endwall vortex. 

The accuracy of the model in predicting the full span loss 
and turning of a stator is shown in Figs. 6(a) and 6(b) for a 
highly loaded 65/CA cascade in which total pressure and 
angle measurements were taken from wall to wall. The blade 
element and friction elements of the model calculated loss are 
shown at the top of Fig. 6(a) while the blade element and 
endwall vortex ingredients of turning are presented below. 
The presence of underturning due to the vortex is shown in 
both the model prediction and the data. The ability of the 
blade element model to predict pressure rise of both un
separated core sections and separated endwall sections is 
shown in Fig. 6(b). 

The strength of the endwall vortex in stators is increased 
beyond that of the above example by virtue of shroud cavity 
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Fig. 7 Low Mach number, three-stage rig testing shows the influence 
of stator construction on vortex-induced endwall overturning and 
underturning 

or cantilevered stator clearance loss. The flowfield modeling 
assumes that these wall losses, tip clearance, and stator cavity 
losses are rolled up into a vortex which cleans the endwall 
region of low-momentum fluid. These losses are redistributed 
in the vortex and are seen as an unrecoverable solid body swirl 
velocity superimposed on the freestream velocity. The 
direction and magnitude of the vortex vary according to the 
driving source. A tip clearance vortex is opposite in direction 
to the tip wall vortex with the stronger of the two setting the 
resultant direction. Cantilevered stator root losses are derived 
from a correlation of loss versus tip clearance/span while 
stator cavity losses have been modeled as a function of 
pressure rise, seal tip clearance, and cavity geometry. Both of 
these correlations were based on low-speed, three-stage 
compressor rig testing to relate performance changes to 
specific geometric variations. The pressure gradient of a 
shrouded stator root produces a vortex opposite in rotation to 

that of a cantilevered stator which is driven by the tip 
clearance flow. 

These modeling concepts were graphically illustrated by 
back-to-back cantilevered and shrouded stator tests in the low 
Mach number three-stage rig shown in Fig. 7. Cantilevered 
and shrouded inner wall angle measurements underturned and 
overturned, respectively, in opposite directions, and the outer 
wall showed overturning for both stator constructions. The 
physics of the vortex model reflect the spanwise turning ef
fects due to stator construction, as shown in these data. 

Substantiation of Vortex Model in Rotors. Vortex 
strength and radial extent in rotors are driven by the same 
physical forces as in stators, but one must consider the ad
dition of centrifugal force in the determination of radial 
extent. Rotor tips are modeled similar to the free ends of 
cantilevered stators where the sign of the clearance flow 
vortex is opposite to that of the solid wall. Rotor roots are 
geometrically similar to stator outer shrouds, but one must 
add a centrifugal stretching effect caused by the dragging of 
endwall particles up to wheel speed U by wall friction and the 
resultant lack of equilibrium due to high centrifugal force and 
low axial momentum. Rotor tips are not assumed to ex
perience these forces, since the outer wall is not rotating and 
acts as a constraint to radial flow. In addition, tip leakage 
flow acts against swirl causing a reduction in centrifugal 
force. 

Modeling of the rotor root vortex stretching concept was 
substantiated with the use of a large-scale rotating compressor 
rig. This rig employs its 5-ft diameter and slow rotational 
speed to make detailed surveys of exit total pressure and angle 
in the rotating reference frame of the rotor. Coupled with 
rotor surface static pressure measurements and flow 
visualization techniques, these surveys provided the ability to 
assess the location and strength of the vortex and determine 
its impact on blade element performance thus contributing to 
two parts of the model. This rig has been run in both isolated 
rotor and two stage versions. Test results for a 6-in. chord, 
aspect ratio of 1.0 isolated rotor with hub/tip of 0.85 [3, 4] 
were used in the development of the rotor model. Figure 8 
compares the model-predicted blade element pressure 
coefficient with test-measured values on the rotor pressure 
and suction surfaces of this rig. Predicted values are in close 
agreement with suction surface measured values across most 
of the span; this provides an accurate basis for calculating loss 
and turning. The more stalled-looking test distributions on 
the root sections are not duplicated exactly by the model, but 
the overall pressure rise is closely matched. The model is 
calibrated to produce correct overall pressure rise and loss, 
permitting the optimization of endwall sections. 

The lack of a viscous interaction between the potential flow 
and boundary layer calculations and the circumferential 
averaging of inlet and exit boundary conditions are com
pensating approximations in this approach which tend to 
facilitate the calibration of overall properties. An exact three-
dimensional solution with viscous effects would be more 
desirable, but it would add significant complexity and is 
beyond current computational capability in multistage 
compressors. The simplified modeling presented here 
produces the correct overall result; it will be shown to provide 
an excellent basis for developing improved endwall per
formance technology. 

A final substantiation of the analytical model using the 
Large Scale rig data was the comparison of the model's in
tegration of core and endwall loss and turning with measured 
values. The measured spanwise total pressure loss curve and 
measured rotor relative exit air angle in Fig. 9 agree closely 
with predicted values. The large tip loss and underturning of 
this blade reflect its large tip clearance of 2.2 percent span. It 
is also evident in the test root loss that centrifugal stretching 

Journal of Turbomachinery JULY 1986, Vol. 108/35 

Downloaded 01 Jun 2010 to 171.66.16.52. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4% SPAN 

PREDICTED 
SEPARATION 
POINT X 

PRESSURE ASSUMED 
CONSTANT AFTER 
SEPARATION POINT X 

35^-

0 0.2 0.4 0.6 0.8 1.0 
% CHORD 

o SUCTION SURFACE DATA 
° PRESSURE SURFACE DATA 

— PREDICTED Cp 
x PREDICTED SEPARATION POINT 

~ PLOCAL-PUPSTREAM 
Cp= Q 

uUPSTREAM 
P = STATIC PRESSURE 
Q = DYNAMIC HEAD 

Fig. 8 Surface static pressure measurements in the rotating frame of 
the Large-Scale rig confirm the aerodynamic model to within 4 percent 
span of the wall 

0.4 r-

0.3 

< 
a w 

° w 0.2 
CO 
O 

0.1 

o DATA 
PREDICTED BY MODEL 

Fig. 9 Large-Scale rig loss and angle measurements confirmed the 
integrated Core/Endwall model predictions in the rotating frame 

out of the loss to 50 percent of span is well represented by the 
model. Without this centrifugal stretching parameter the 
predicted endwall loss would have extended only to 25 percent 
of span and underestimated the loss at that span. 

Substantiation of Multistage Effects Using Low-Speed 
Rigs. The previous sections were concerned with the 
development and substantiation of individual elements of the 
analytical model which are present in isolated blade rows. 
This section addresses the need to model differences in the 
flow field caused by linking these blade rows in a multistage 
compressor. 

The added element occurring in the prediction of multistage 
performance is the necessity to translate aerodynamic con
ditions from upstream to downstream blade rows. In this 
relatively short axial interval, wakes decay, vorticity 
dissipates, spanwise profiles are mixed, and a change in 
reference frame occurs. These phenomena are treated in the 
Integrated Core/Endwall model by two devices: the spanwise 
profiles and a retained vorticity parameter. Blade row 
discharge blade element total pressure, total temperature, and 
angle profiles are transferred at constant angular momentum 
along streamlines to the downstream row leading edge. It is 
assumed that, in the core region of the span, wakes are 
dissipated before reaching the following row's leading edge. 
In the endwall region, however, the upstream vorticity and 
wakes were found to strengthen the downstream row's vortex 
based on studies of differences between isolated rotors and 
several multistage compressors. This incomplete mixing 
process was found to follow a logarithmic function of axial 
gap between rows, upstream chord, airfoil circumferential 
spacing, and the strength of the loss source. The analytical 
model with this downstream decay feature was employed to 
predict multistage rigs of differing axial gaps, blading 
geometry, and endwall defects to test and develop its 
predictive capability. Two pairs of these prediction examples 
will be presented here. 

Low Mach number, three-stage rig tests were chosen to 
illustrate the model's predictive ability for a multistage rig 
with close axial gapping (16 percent of chord) and strong 
endwall effects by virtue of its low aspect ratio (1.0). The low 
Mach number, three-stage rig has been used to assess a large 
number of aerodynamic and geometric parameters including 
flowpath, airfoil tip clearance, and cavity variations. 

The three-stage rig has the capability to independently vary 
rotor and stator stagger to optimize matching at different 
loading levels. Leading-edge and overall total pressure and 
temperature pole rake instrumentation as well as extensive 
wall static pressure measurements in a controlled environment 
make this rig a valuable developmental tool. It is employed to 
assess overall performance and stage matching; more im
portantly, it is capable of assessing spanwise profile dif
ferences as parameters are varied to evaluate endwall health. 
A comparison of the model-predicted total pressure and total 
temperature profiles versus test values for the third stator 
leading edge of a baseline build of this rig in Fig. 10 shows 
good overall agreement in shape. The large pressure defect 
below 50 percent span in the test data is also well represented 
by the model, reflecting a strong vortex due to the low aspect 
ratio which feeds downstream as a result of the close axial 
gaps. A test in this same rig of a 5-deg closed restagger of.the 
blading also provided an opportunity to assess the model's 
ability to predict performance differences due to geometry 
changes. Comparison of exit spanwise profiles and overall 
performance for these two rigs to model-predicted values are 
given in Fig. 11. As in the internal leading-edge data com
parisons the spanwise character of the profiles is represented 
closely. The overall performance difference resulting from the 
increased loading at reduced stagger is also closely predicted. 

Data published in [5, 6] by General Electric from a large-
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Fig. 13 Analysis of the first-generation CDA baseline design with the 
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scale four-stage rig also provided an opportunity to test the 
model's ability to predict performance for a more widely 
spaced (33 percent chord) and higher aspect ratio (1.2) rig. As 
might be expected, the endwall pressure fall-off shown in Fig. 
12 is not as pronounced as that of the lower aspect ratio more 
closely spaced three-stage rig previously discussed. The In
tegrated Core/Endwall model captures the essence of this 
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Fig. 14 Second-generation CDA endwall geometry changes were 
predicted to produce significant improvements in loss and turning by 
reducing separation of first-generation CDA's 

fuller profile in the comparison in Fig. 12, although the in
nermost pressure reading falls off more than predicted. It is 
noteworthy that the model predicted the overall test efficiency 
gain of 0.3 percent when the stators of this rig were twisted 
closed at the endwalls by 8.0 deg. The predicted efficiency 
gain was primarily within 20 percent of the endwalls where the 
twists occurred and where the major differences in test 
pressure profiles occurred. 

Design of Second-Generation Controlled Diffusion Air
foils. The previous sections have shown that the elements of 
the Integrated Core/Endwall aerodynamic model represent 
the physics of the endwall and core flowfields and their in
teraction with one another. The design philosophy of the first-
generation Controlled Diffusion Airfoils is to apply high 
diffusion in the forward section of the airfoil chord where the 
boundary layer is thin and decrease the rate of diffusion aft 
according to the boundary layer health to prevent separation. 
This provided a decided benefit over previous standard airfoil 
series most of which had 10-15 percent of their chord 
separated. The same philosophy was extended from the core 
into the endwall region with only general recognition of the 
different nature of its flowfield. 

The Integrated Core/Endwall model used in the analysis 
mode showed that the endwall blading of the first-generation 
CDA design, which had demonstrated 1980s state-of-the-art 
spanwise average efficiency, was at stalled incidence with 
severely separated boundary layers. As illustrated in Fig. 13, 
the wall sections were analyzed to have excessive suction 
surface leading edge overspeed and resultant early separation 
compared to typical core sections. This separation occurred at 
both walls despite leading and trailing edge overcambers 
developed through years of testing and based on empirical 
data and simplified wall boundary layer modeling. It is also 
doubtful that the core blading of this design was operating at 
full capacity due to the change in the radial flowfield caused 
by the stalled endwall, although empirical blockage factors 
derived from test checkouts could account for much of it in 
this highly developed compressor. However, design studies 
conducted with the Integrated Core/Endwall Model revealed 
several blade angle and shape changes to improve endwall and 
overall performance. Model results for one representative 
endwall section are presented in Fig. 14 to illustrate the 
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Fig. 16 Middle stages of a modern, commercial HPC were duplicated 
and tested at engine size, Reynolds number, and Mach number in a 
modern, closed-loop facility to establish a realistic baseline 

benefits of endwall geometry changes. The most influential 
change was to match leading edge blade angle in the endwall 
region to prevent the suction surface overspeed. 

The aerodynamic model predicted that aligning the leading-
edge metal angle would delay boundary layer separation 15 
percent further aft on the blade chord and result in a 25 
percent predicted reduction in loss of this typical rotor root 
endwall section. The model indicated the reduction in loss and 
a 0.4-deg increase in turning were derived by eliminating 
suction surface overspeed and rapid recompression, as shown 
in Fig. 14, producing a healthier boundary layer. 

The increase in turning and reduction in loss by aligning 
leading-edge incidence leads to the prospect of reducing work 
in the endwall sections. Trailing-edge metal angles can be 
reduced while still meeting the original design pressure ratio 
because of the more efficient sections. Studies showed that 
reducing the camber to reduce exit air angle only 0.8 deg 
resulted in a 28 percent reduction in total pressure loss 
cumulative with the leading-edge alignment benefit. 

One of the major objectives of the second-generation CDA 
design was to exploit the potential of CDA section shape in 
improving endwall performance. Analysis showed that aft 
loading of the endwall sections by increasing the camber rate 
of the rear while reducing that of the front part of the airfoil 
chord resulted in a further 14 percent reduction in loss, 5 

percent movement aft of the separation point, and a 2.3 deg 
increase in section turning. 

The improvement in separation point and loss by moving 
diffusion aft was beneficial due to the high degree of 
separation in the endwall region. Core airfoil sections with 10 
to 15 percent of their chord separated can be made un-
separated by moving diffusion forward, but an endwall 
section with 30 percent or more of its chord separated cannot 
sustain enough front loading to eliminate separation. In this 
environment, the amount of separation was predicted to be 
reduced by unloading the front part of the airfoil resulting in 
a net predicted benefit in loss and turning. Since the benefit of 
the aft loading concept depended on the degree of separation, 
it was applied after employing the improved incidence and 
reduced work and was still predicted to improve loss and 
turning. 

The cumulative total benefits of these three endwall 
geometry innovations tabulated in Fig. 14 is a 67 percent 
predicted reduction in loss and 1.9-deg increase in turning for 
this typical section near the inner endwall. The amount of 
recambering of leading and trailing-edge angles and the 
section shape modifications varied depending on the airfoil 
row and spanwise position, due to the differing friction vortex 
strengths and extents of each section location. The mass-flow 
averaged, full-span, overall three-stage benefit of these end-
wall geometries when combined with the integrated core 
design was predicted to be approximately 1 percent in ef
ficiency at 1.85 pressure ratio. The reduction in required work 
in the endwalls and the more efficient endwall sections also 
reduced aerodynamic loading in the endwalls, potentially 
improving surge margin. The more stable state of the 
boundary layer on these endwall sections should delay their 
aerodynamic breakdown as often occurs when the compressor 
is throttled up the speedline. Analysis of the improved end-
wall sections showed a 0.15 average reduction in diffusion 
factor and a reduced sensitivity to stalling incidence 
equivalent to 6 percent surge margin. 

It is interesting to note that Wisler [5] showed similar end-
wall geometry trends for improved performance based on 
low-speed model testing. His geometry modifications were 
derived from direct analysis of test results, however, rather 
than a flow field model, and were applied differently. In 
Wisler's work, geometry twist gradients were applied only to 
stators in response to their separated pressure distributions, 
and aft-loaded sections were concluded to be beneficial only 
at rotor tips due to the tip leakage effect on surface pressure 
distribution; both concepts were found to be beneficial at all 
wall sections in the CDA-II studies discussed here. 

A sample second-generation CDA stator stacked airfoil 
view from this rig design is presented in Fig. 15. Note the 
impression of a twisted closed endwall given by the leading-
edge alignment and reduction in work of the endwall sections. 
Although this CDA-II design is derived from a significantly 
more sophisticated model and analysis than previous designs, 
it is still partially empirical: a simplified approach to a very 
complex problem. In short, it is in need of test substantiation 
and development under realistic engine conditions. 

High Mach Number Multistage Rig Demonstration of 
Second-Generation CDA Benefits 

Comparative First-Generation CDA Baseline Tests. The 
final objectives in the development of new technology are the 
demonstration of its benefits and its rapid assimilation into 
production engines. These objectives were met for the second-
generation CDA geometry by demonstrating its performance 
in a high Mach number multistage rig test back to back with a 
first-generation CDA baseline. The closed-circuit compressor 
test facility (Fig. 16) was designed specifically for this purpose 
by providing the capability to test full-size engine hardware at 
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engine levels of Mach number and Reynolds number. In this 
modern facility a heat exchanger is utilized to control rig inlet 
temperature while inlet pressure is boosted by an outside 
pressure source to vary Reynolds number. The 2250 hp motor 
permits testing in the size range of engine compressors using 
three stages to establish the multistage effects, but maintains a 
sizable cost advantage over testing the full compressor. 

The middle three stages of the PW2037 commercial engine 
high-pressure compressor were duplicated in exacting 
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Fig. 19 High Mach number, three-stage test airfoil surface static 
pressure measurements match second-generation airfoil design intent 

aerodynamic detail, as shown in Fig. 16, to establish a 
realistic modern baseline for the development of second-
generation Controlled Diffusion Airfoils. This rig has ad
justable rotor and stator capability for aero development, but 
it has maintained the airfoil, flowpath, tip clearance, and 
cavity dimensions of the original engine stages. A comparison 
of the closed-loop baseline rig test characteristics with those 
of the equivalent PW2037 stages taken from an engine 
development high compressor test is presented in Fig. 17. 

The middle-stage group was tested with an inlet screen and 
inlet preswirl vanes to duplicate inlet boundary conditions 
from the engine. The close agreement of pressure and ef
ficiency characteristic shapes attests to the care taken to 
duplicate engine geometry and operating environment. This 
middle-stage group rig is, therefore, a viable baseline for 
assessing the benefits of the second-generation Controlled 
Diffusion Airfoils. 

High Mach Number Rig Testing of Second-Generation 
CDA Benefits. The test evaluation of second-generation 
Controlled Diffusion Airfoils at engine operating conditions 
in the high Mach number three-stage rig was both a per
formance success and a verification of the design-
development system used. The as-designed CDA-II geometry 
produced a 1.5 percent increase in operating line efficiency 
and 8 percent increased surge margin relative to the CDA-I 
baseline as shown in the compressor map of Fig. 18. The 
CDA-II speed line was notably more vertical than that of the 
baseline indicating that the endwalls were less stalled and able 
to sustain higher loading with less loss. The goal of matching 
the combined core and endwall at peak performance on the 
operating line was achieved; this resulted in a 1.5 percent 
efficiency gain on the operating line, where it will have the 
greatest impact on engine performance. A subsequent test in 
this rig revealed that efficiency and surge margin gains were 
substantially retained when the small flow deficit of the CDA-
II in Fig. 18 was eliminated by adding camber to the endwall 
region. This improvement has been designed into future 
models of commercial engines. 

Although the performance improvements produced in High 
Mach Number Rig testing are of great value to the engines 
which can immediately absorb them, the feedback of data 
into the design-development system is of equal importance to 
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future engines. Comparison of Mach number derived from 
airfoil surface static pressure measurements in Fig. 19 
provides a direct comparison of the modeled aerodynamics to 
test. 

Predicted vane suction and pressure surface Mach numbers 
are reasonably good matches of the test shape and excellent 
matches of the overall diffusion at the inner wall, midspan, 
and outer wall sections. Predicted midspan Mach number 
distribution is nearly identical to the test and confirms the 
design intent of eliminating separation by diffusing smoothly 
to the trailing edge. The wall section predicted Mach number 
shapes are not as perfect matches of test as at midspan, but 
follow shape reasonably well and match overall diffusion at 
the predicted separation point. A closer match of shape would 
be possible as previously discussed, if the viscous solution 
were recycled through the potential field calculation and 
iterated to a final solution. The fact that the overall per
formance of the CDA-II geometry designed with this model 
was successful suggests that this procedure is a reasonable 
basis for design. 

Concluding Remarks 

The successful demonstration of second-generation CDA 
geometry at engine conditions has shown that the extension of 
CDA technology to the endwalls using an Integrated 
Core/Endwall aerodynamic model is an effective approach to 
developing new technology in multistage compressors. The 
1.5 percent increase in operating line efficiency and 8 percent 
gain in surge margin confirms the overall design-development 
system of cascade, low and high Mach number rigs which 
supported this design model. These significant performance 
gains represent a new plateau of technology which must be 
exploited for maximum advantage to forthcoming engine 
multistage compressors. The improved surge margin of 8 
percent is a 30 percent increase in surge-free operating 
capability, which can be used to push to higher lift/drag 
airfoils resulting in either fewer airfoils or greater pressure 

D I S C U S S I O N 

I. G. Rice, P.E2 

It is true that considerable progress has been made during 
the past few years with axial flow compressors in the area of 
greater efficiency and higher pressure rise per stage, wherein 
better three-dimensional-flow computer programs have been 
developed. The NASA E3 program funded by the U.S. 
Government has, as their author states, been very successful. 

Reference is made to Fig. 15 of the paper. The leading and 
trailing edges of the second-generation CDA rotating blades 
seem to resemble the Rolls-Royce compressor blade "end-
bend" shape developed for the RB211-535 E4 engine, and in 
this regard the effect of endwall region flow distortion has 
been previously known and dealt with. If Rolls-Royce has 
presented any technical papers on this subject, such papers 
should be included by the author in the reference list. The ef
fect of CDA on the final tip and root shape is admittedly 
another situation, however. 

There also appears to be a similarity between the CDA 
shape and Whitcomb's (NASA) supercritical airfoil shape 
(U.S. Patent No. 3,952,971). Both airfoils work in a similar 
manner by subduing the shock wave; but the CDA, when 
operating in a cascade, lets the supersonic velocity down much 
closer to the leading edge. The author might comment on the 
similarities and differences. 
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ratio per stage. Employing three-dimensional Euler 
multigrid/Navier-Stokes improved flowfield definitions 
translated from fan experience into multistages, these high 
lift/drag principles can be transformed into the compact, 
high-performance compressors needed for future high-
thrust/weight fuel efficient engines. These future generations 
of Controlled Diffusion Airfoils have the potential of im
proving multistage compressor efficiency an additional 1 to 2 
percentage points with surge margins at least as good as 
present-day compressors. 
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prime movers. There is a need to expedite this new E3 

technology for industrial use. The aircraft manufacturers can 
help in this regard. 

We are on the threshold of being able to make a 38 to 
42-cycle pressure ratio gas turbine to operate at continuous 
combustor outlet temperatures of 2400°F (1316°C). Such tur
bines are directly applicable to the new fan jets, ducted and 
unducted, that operate as simple cycle mechanical drive 
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future engines. Comparison of Mach number derived from 
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obligatory. The U.S. must compete effectively with Japan in 
the industrial world market. 

Author's Closure 

The author wishes to thank Mr. Rice for his comments on 
this paper. It is true that pictures of the Rolls-Royce 
RB211-535E4 airfoils appearing in aviation periodicals have a 
similarity to the second-generation Controlled Diffusion Air
foil presented in Fig. 15. It is nearly impossible, however, to 
discern from a pictorial comparison whether the skewed end-
wall appearance reflects predominant leading edge "end 
bend," trailing edge end bend, or both because of the strong 
influence that stacking axis selection has on airfoil shape. 
Development end bends are not new. They have been used in 
commercial compressors since the late 1950s. The intent of the 
subject paper was to show that end bends can be effectively 
designed using a full-span aerodynamic model and to 
demonstrate the effectiveness of this approach in a realistic 

test. Rolls-Royce, however, has not published a technical 
document in the open literature describing the aerodynamic 
philosophy or design execution of their airfoils nor have they 
presented test data to substantiate the performance benefits of 
their geometry. The lack of these facts makes it impossible to 
provide a meaningful comparison. 

In regard to Mr. Rice's request for a comparison of Con
trolled Diffusion Airfoil aerodynamics to the Whitcomb air
foil, the paper by Weingold and Hobbs [2] gives a good ac
counting of the evolution of high Mach number Controlled 
Diffusion Cascade Airfoils from the supercritical isolated air
foil principles. 

Finally, the author agrees with Mr. Rice's closing comment 
that these advanced generations of compressor airfoils are 
fundamental building blocks for the high overall pressure 
ratio high performance engines of the future. The 
demonstrated increase in surge margin can be used to produce 
greater pressure ratio per stage to produce greater overall 
pressure ratio at high efficiency without causing excessive 
axial length or airfoil count. 
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Comparison of Calculated and 
Experimental Cascade Performance 
for Controlled-Diffusion 
Compressor Stator Blading 
The midspan section of a previously reported controlled-diffusion compressor stator 
has been experimentally evaluated in cascade. Measurements were taken over a 
range of incidence angles for blade chord Reynolds numbers from 470,000 to 
690,000. Blade chord length was 12.7 cm, aspect ratio was 2.0, and solidity was 1.67. 
Measurements included conventional cascade performance parameters as well as 
blade surface pressures. Computations were made for the inviscid flow field, surface 
boundary layers, and loss for several of the blade inlet angle conditions, and com
pared against corresponding data. 

Introduction 

In a paper presented at a recent International Gas Turbine 
Conference, the design of a controlled diffusion compressor 
stator using an automated design procedure based on 
numerical optimization was described [1]. The controlled-
diffusion stator was a redesign of the first stage stator of the 
NASA two-stage fan [2]. The original design was highly suc
cessful, demonstrating a first stage peak abiabatic efficiency 
of 87 percent, and a radial distribution of loss across the stator 
which was remarkably low. The purpose of the redesign was to 
develop and demonstrate the feasibility of an automated 
design process using numerical optimization methods. 
Although significant performance improvement from an 
already excellent stator design was not expected, at least 
equivalent performance was expected. In addition, the 
redesigned stator was intended to provide a research vehicle 
for the new controlled-diffusion class of blading. 

As described in [1], the controlled-diffusion stator was 
designed using a series of computational analysis methods 
coupled by a numerical optimization procedure. The blade 
shapes were specified by a geometry code extracted from the 
NASA throughflow compressor design program [3]. Blade 
section mean lines and thickness distributions were described 
by several polynomial curves. The potential flow about each 
two-dimensional blade section was calculated by the TSONIC 
code developed by Katsanis [4]. Surface boundary layers were 
calculated using the McNally BLAYER code [5], and the op
timization procedure used to couple all of the aerodynamic 
and geometric codes together was the COPES/CONMIN code 
[6, 7]. 

The midspan section of the blade has been built and tested 
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Fig. 1 Cascade wind tunnel test facility 

PLENUM TOTAL PRESSURE TUBE 

Fig. 2 Test section instrumentation and physical dimensions 
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,------- HORIZONTAL

7.62cm~

supplied by a 700 hp blower in the basement of the building
through an arrangement of sound baffles and turning vanes.
The air enters the tunnel through two, two-dimensional
bellmouth contractions in series which produce a 152.4 by 25.4
cm (60 by 10 in.) section just above floor level. The 25.4-cm
width is maintained between heavy side walls, between which
an adjustable test section is formed as shown in Fig. 2. The
blades of the test cascade are mounted in a rack which can be
moved along the (fixed) back wall. The front wall is readily
removed by overhead crane to give access to test section and
instrumentation (Fig. 3). The air angle into the test cascade is
governed by the setting of the adjustable lower end walls and
the 59 inlet guide (or turning) vanes. The adjustable upper (ex
it) end walls are individually adjusted during operation to
angles required to produce uniform static pressure at the wall
in the blade-to-blade direction. Static pressure taps are pro
vided at 5.08-cm intervals in the blade-to-blade direction at
vertical (axial) distances of 41.28 cm upstream and 16.51 cm
downstream of the center of the test blades. Spanwise and
blade-to-blade probe traverses are provided at 31.12 cm ver
tically upstream and 27.31 cm vertically downstream of the
same reference. Plexiglas windows in the removable wall at
the test blading facilitate the use of flow visualization tech
niques (Fig. 4).

Unusual features of the facility are the large scale, the large
number of test blades (20, at 7.62 cm spacing), and the tech
nique for controlling inlet air angle. Considerable facility
development and test experience [8-13] preceded the present
test program. Upstream flow uniformity, periodicity, and
steadiness, and acceptable axial velocity-density values
without resort to boundary layer suction, were achieved as a
result of the initial design features and subsequent experimen-

Fig. 5 Cascade geometry

Experimental Program

Description of the Test Facility. The arrangement of the
cascade wind-tunnel facility is shown in Fig. 1. The tunnel is

Fig. 3 Cascade test section with front wall removed

Fig. 4 View of test blading through plexiglas window

in a cascade windtunnel at the Naval Postgraduate School.
Although inlet Mach numbers (0.2) in this subsonic tunnel are
less than the design level (0.68), experiments can be conducted
at realistic Reynolds numbers (500,000 to 700,000) on rela
tively large-scale blading (12.7-cm chord), on which detailed
surface pressures can be obtained. Furthermore, since the
computational codes used to design the blading were quasi
three-dimensional and steady state, it is of interest to obtain
experimental data in a similar flow environment, as well as in
the real, unsteady, fully three-dimensional environment of the
compressor stage. The data obtained in cascade provide an ex
cellent opportunity to assess the accuracy of the flow codes
-not only at the design point, but also at off-design conditions.
In this report, data obtained over the full range of incidence
angle (including flow visualization data) are compared against
the calculated results from several flow codes.

---- Nomenclature

AVDR axial velocity-density ratio P total pressure (J := blade solidity
(equation (1) p static pressure 1> blade camber angle

Cp surface pressure coefficient q dynamic pressure w loss coefficient (equation
(equation (8)) Re Reynolds number based on (2»

Gr local-to-reference pressure chord mass-averaged value
(equation (4)) s blade spacing

Subscriptsc blade chord V velocity
i incidence angle (air x/c fraction of chord 1 inlet plane

angle-blade metal angle) {3 air angle 2 outlet plane
k local-to-reference mass flux 'Y stagger angle (Fig. 5) ref reference conditions

(equation (3») p density t stagnation conditions
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Table 1 Blade and cascade geometry Table 3 Measurement uncertainty 

Camber, deg 41.09 
Max thickness, percent chord 7.0 
Leading edge radius, percent chord 0.9 
T ra i l i ng edge radius, percent chord 1.26 
So l id i t y . . . 1.61 
Stagger angle, deg 14.27 
Cascade aspect ratio 2.0 

Chord, cm 12.7 
Blade Spacing, cm 7.62 

Table 2 

1. Flow survey probes 
Upstream traverse 

Downstream traverse 

2. Wall Statu Pressure Taps 

3. Blade Surface Pressure 
Taps 

4. Tunnel Reference 
Measurements 
Plenum 

Cascade Inlet 

5. Flow Visualization 
China clay 

Tufts 

United Sensor Dn-125 
5-Sensor cylindrical 
pneumatic probe 

United Sensor DC-125-24-
F-22-CD 5-Sensor pneumatic 
cone probe 

5.08 cm Intervals 1n 
blade-to-blade direction 
on fixed wall upstream 
and downstream of test 
blades 

39 taps on center blade, 6 
taps (at selected corre
sponding locations) on 2 
adjacent blades 

Impact pressure tube 
Thermocouple Sensor 

Fixed Prandtl probe 
Central Wall Static Tap 

One blade (5th from center) 

One blade and side wall 

tal programs. Turbulence intensity, measured across five turn
ing vane pitches at blade midheight, was 2 percent. 

Test Blade. The blade shape is represented in cascade in Fig. 
5. The meanline is represented by two segments, each de
scribed by polynomial curves. A symmetric thickness distribu
tion is built on the meanline. This thickness is made up of a 
front segment and a rear segment, each represented by a 
separate polynomial. The polynomial coefficients were arrived 
at through an optimization process described in [1], A sum
mary of the section geometrical properties is given in Table 1. 

Instrumentation and Data Acquisition. The instrumenta
tion is summarized in Table 2. The flow survey probes were 
calibrated using Zebner's surface approximation method [15] 
with computer programs given in [16]. 

A Hewlett-Packard HP3052 Data Acquisition system incor
porating an HP9845A desktop computer and NPS/TPL 
HG-78K Scanivalve Controller were used to acquire pressure 
and temperature data. Flow survey probes, and tunnel 
reference pressures were connected to one 48-port Scanivalve 
and blade surface pressures and reference readings to another. 
Measurement uncertainties are given in Table 3. Tunnel wall 
statics were displayed and observed on a 50-tube water 
manometer. 

The china clay technique was used as described in [13]. Sur
face patterns were recorded in color using a movie camera, 
and transition and separation distances were scaled from pro
jected frames. The observations made with china clay were 
first "calibrated" by applications of the technique to both a 
sharp and a rounded leading edge flat plate model set into the 
cascade in place of the test blading [13]. 

Turbulence intensity measurements were taken with a four 
micron tungsten wire. The wire was calibrated using King's 

Measurement 

Probe position 

Flow angle (B-|) 

<02) 

Pressures 
Plenum 
Wall static 
Blade surface 
Probe 

Flow field 
Stagnation pressure 
Static pressure 
Velocity 

Method 

Linear potentiometer 

Angle potentiometer 
Angle potentiometer 

Scanivalve & transducer 
Scanivalve & transducer 
Scanivalve & transducer 
Scanivalve & transducer 

Calibrated probe 

Uncertainty 

±0.02 cm 

+.2 deg 
±.5 deg 

+.05 cm water 
±.05 cm water 
±.05 cm water 
+.05 cm water 

±.05 cm water 
+.2 cm water 
±.5 percent 

Law over 14 points from a tunnel dynamic pressure of 0 to 
39.4 cm of water. The correlation coefficient was 0.995. 

Testing Procedure and Data Reduction. Seven inlet air flow 
angles from 24 to 46 deg were selected and set in turn. At each 
angle setting similar procedures were followed. With the tun
nel set to the desired inlet dynamic pressure (either 33 or 20 cm 
of water) tail boards and IGVs were adjusted to give near-
uniform wall static pressure both upstream and downstream 
of the test blading. Blade-to-blade probe surveys were then 
conducted over four adjacent blade spaces about the center 
blade. Probe data and reference data were recorded at 0.64-cm 
intervals over the outer spaces, and 0.25-cm intervals over the 
central spaces. The lower probe trailed the upper by 3.84 cm 
throughout the traverse procedure. A spanwise probe survey 
was then conducted at 1.27-cm intervals at the upper station 
with the probe located at about 2.5 cm from the suction side of 
the center blade. The survey procedure was repeated with the 
lower probe at approximately 2.5 cm from the pressure tube of 
the central blade. The blade surface pressures and reference 
data were then recorded with tunnel reference data. 

China clay observations were made for similar settings of 
the cascade at a dynamic pressure of approximately 9.3 cm of 
water. The somewhat reduced velocity was necessary since 
higher velocities give too rapid a drying rate, and difficulty in 
recording and interpreting the drying patterns. Blade static 
pressure distributions were recorded when china clay observa
tions were made. These data could be compared with data 
already recorded at two high Reynolds numbers. 

In the reduction of the probe survey data, after reduction to 
velocity, pressure, and flow angle at each point, the data were 
referenced to quantities derived from the tunnel plenum to at
mospheric pressure (driving potential). As shown in [9, 10], 
this permits integration of the measurements over the blade-
to-blade displacement to obtain the axial velocity-density ratio 
(AVDR) and loss coefficient such that small variations in sup
ply conditions during the survey have little effect. The AVDR 
was calculated using the definition. 

p2 V2 cos p2ds2 

AVDR=-

1 p,K| cos PidSi 

and the loss coefficient using the definition 

Pa ~ Pa 
OJ = —= 

Pn-Pi 
where bars denote mass-averaged values. 

Defining local-to-reference mass flux as 
p V cos j8 

k= 
Pref ^tef 

and local-to-reference pressure as 

(1) 

(2) 

(3) 
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Fig. 6 Measured inlet and outlet flow field in the spanwise direction at 
design inlet angle 

(4) Cr = 
^ref 

then equations (1) and (2) become, respectively, 

\s
0k2ds2 

AVDR = -

and 

i: klCrnds-
1 

AVDR 

Jo*i*i 

s; k7Cr,2ds 

l kiCrnds~ \ kiCr^ds 

which is, equivalently, 

Crn - ( ) Cra 

(5) 

(6) 

&n - Cr{ 

Probe data were reduced using equations (3) to (6), using over
lapping quadratic interpolation to carry out the numerical in
tegrations to obtain AVDR and loss coefficient. 

Surface pressures were reduced to pressure coefficients 
using the definition 

Cp P-P\ 
1 

(8) 

PxA 

To verify accuracy, the reference upstream conditions were 
derived in three different ways, namely: as the mass average of 
the blade-to-blade probe surveys; from the ensemble average 
of stagnation pressure readings and derived static pressure 
values during blade-to-blade probe surveys; and as derived 
from the fixed Prandtl probe measurements. 

Calculation Methods 

Inviscid Flow Solution. The inviscid flow about the blade 
section in the two-dimensional, blade-to-blade plane has been 
calculated by two methods: the method described by Katsanis, 
TSONIC [4], and the panel method developed by McFarland 
[17]. The TSONIC program solves the stream function equa
tion by finite difference techniques for the subsonic, com
pressible flow regime. It is necessary to specify as input the 
fluid properties, inlet total temperature and density, weight 
flow, blade geometry, inlet and outlet flow angle, finite dif
ference mesh, and a meridional distribution of streamtube 
height. In the work presented herein, a linear distribution of 
streamtube height was utilized so as to match the measured ax
ial velocity-density ratio. 

Because the nature of the equations dictates that the solu
tion be of the boundary value type, the outlet flow angle must 
be specified on the downstream boundary. In these calcula
tions, measured exit angle was used. 

The TSONIC code uses a uniform mesh and, therefore, 
mesh packing in regions where more definition is desired is not 
permitted. To better define the calculated flow properties in 
the leading edge region, McFarland's panel code [17] was 
used. The code is a surface singularity method which solves 
the inviscid, irrotational, compressible blade-to-blade flow 
equations on a surface of revolution. Streamsheet thickness 
can be incorporated as a function of meridional distance. The 
governing equations are linearized by approximating com
pressibility effects, and solved using an integral technique 
(panel method). Up to 98 panel elements are possible. Com
putational time for a typical case is under 4 CPU seconds on 
an IBM 3033 computer. The method is limited to subsonic 
flow and is less accurate for low-solidity blade rows. The same 
input data set used for TSONIC can be used for the panel 
code. Because of user freedom to distribute panel elements, 
excellent definition in the leading edge region can be obtained. 

Boundary Layer and Loss Calculations. Blade surface 
boundary layers were calculated using the program developed 
by McNally [5]. In addition to the surface velocities, required 
input includes upstream flow conditions, fluid properties, and 
blade surface geometry. Among the outputs provided by the 
program are the conventional integral thicknesses, form fac
tors, wall friction coefficient, and momentum thickness 
Reynolds number. 

The program uses integral methods to solve the two-
dimensional, compressible laminar and turbulent boundary 
layer equations in an arbitrary pressure gradient. Cohen and 
Reshotko's method [18] is used for the laminar boundary 
layer, transition is predicted by the Schlichting-Ulrich-Gran-
ville method [19], and Sasman and Cresci's method [20] is 
used for the turbulent boundary layer. 

A boundary layer which is initially laminar may proceed 
through normal transition to a turbulent boundary layer, or it 
may undergo some form of laminar separation before becom
ing turbulent. To provide flexibility for analyzing this 
behavior, several program options are available to the user. 
The calculations may proceed from a laminar boundary layer 
through transition to a turbulent boundary layer. However, if 
laminar separation is predicted before transition, the turbulent 
calculations may be started by specifying a factor by which the 
last calculated value of momentum thickness is multiplied (this 
factor is commonly chosen to be 1.0 to satisfy conservation of 
momentum). This new momentum thickness and a value for 
form factor used on the last calculated momentum thickness 
Reynolds number are used as initial values for the turbulent 
calculations. In no case is an initial turbulent boundary layer 
allowed which has a momentum thickness Reynolds number 
less than 320 [21]. Laminar separation is predicted when skin 
friction becomes zero. Prediction of turbulent separation is in
exact. A separation criterion common to compressor blade 

Journal of Turbomachinery JULY 1986, Vol. 108/45 

Downloaded 01 Jun 2010 to 171.66.16.52. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Re 

• 6.8 x10s 

o 5.3x10s 

.101— 

.3 — 

.2 — 

.1 — 

0 — J I L__J I I I 

~ J L_f I I I I I 

-1 — 

- 2 -

-3 

-4 

.2 

0 

.9 

QC . 8 

.7 

-35 

_J I I I I I L_J 

J I I J I I I 

E tMI*i^iiiiiqinra33tiiitiCtaininmmTTTTTTTi 

J I L_J I I I I 

J I L I I I 
-25 -20 -15 -10 -5 0 5 10 15 

BLADE-TO-BLADE DIRECTION, cm 

Fig. 7 Measured cascade inlet and outlet flow field in blade-to-blade 
direction at design inlet angle 

analyses which use integral boundary layer methods is the in
compressible form factor Hi. Values of 1.8 to 2.6 have been 
proposed and used in the past [22]. In this report, critical 
values will be inferred from comparisons with data. 

Total pressure loss coefficients were calculated using 
Stewart's method [23]. Required input includes upstream flow 
conditions, fluid properties, displacement and momentum 
thickness at the trailing edge, blade spacing, trailing edge 
thickness, and exit velocity and flow angle. There is no 
satisfactory method for calculating loss when the boundary 
layer is separated, and a combination of analytic art and em
piricism is generally used. In this report, for off-design cases 
where turbulent separation occurs, the displacement and 
momentum thicknesses at the location of critical form factor 
are assumed to remain constant to the blade trailing edge. 
These values are then used in the loss calculations from that 
point. Expected accuracy diminishes as incidence angle in
creases or decreases siginificantly from the design point. 

Results and Discussion 
Experimental Observations. Since the cascade facility is 

somewhat unconventional, the quality of the flow is discussed 
before results are presented. 

Flow Quality. Data were obtained at inlet air angles ranging 
from 25 to 46 deg. Care was taken at each setting to verify that 
the inlet pressure and velocity and the outlet pressure were ac
ceptably uniform, and that two-dimensional flow conditions 
with streamline contraction prevailed to the downstream 
measurement plane. Surveys of upstream and downstream 
flow for all test conditions are documented in detail in [14]. In 
Figs. 6 and 7 are shown, for illustration, the results of span-
wise and blade-to-blade probe surveys, respectively, at the 
design air-inlet angle of 39 deg. In Fig. 6 it can be seen that the 
flow remains nearly uniform over the center 40 percent of the 
blade. 

In Fig. 7, showing the blade-to-blade conditions, the varia
tion which appears almost as noise on the inlet stagnation 
pressure profile is what remains of the wakes produced by the 
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Fig. 6 Cascade performance from probe survey data 

turning vanes. The peak-to-peak variation seen in Fig. 7 is 
about ±1.4 percent of the reference dynamic pressure, or 
±1.1 percent of the cascade inlet dynamic pressure. Thus, the 
inlet velocity was uniform to within 1.2 percent, and these 
small variations were accounted for by mass averaging in 
evaluating both AVDR and losses. The inlet flow angle was 
uniform to within 0.5 deg over the central four blade passages 
which were surveyed. 

In viewing the downstream flow distributions in Fig. 7, it 
should be noted that data were taken at close intervals (0.25 
cm) for integration over one blade passage, and over coarse in
tervals (0.62 cm) for the other three. All data points are shown 
connected by straight lines. The minor departure from strictly 
repetitive conditions seen in the first (left-hand) blade interval 
was observed in all data sets. Integration to obtain blading 
performance was therefore carried out over the third blade in
terval. Periodicity within the blade passages was verified 
using corresponding pressure taps on three instrumented 
blades. 

The quality of the test conditions did not change signifi
cantly except to the two extreme angles tested. At the lowest 
air angle (25 deg), the inlet uniformity decreased fractionally 
as a result of operating the inlet turning vanes considerably off 
design, while the physical separation of the wakes was in
creased because of the less oblique wall angle. At the highest 
angle (46 deg), the uniform core of the spanwise profile was 
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reduced from 40 to 20 percent of span as a result of increased 
wall and passage viscous effects associated with increased 
loading. 

Overall Performance. The results obtained for the cascade 
performance based on survey probe measurements are shown 
in Fig. 8. Also shown for comparison are the corresponding 
curves for data obtained by Himes [12] for the equivalent 
cascade of DCA blades. Some differences are noted. First, the 
loss coefficient for the controlled-diffusion blade was 
measured to be less than that for the DCA blade at the design 
point, and over the useful range of air inlet angle. The data for 
loss coefficient were well behaved and showed no discernible 
effect on Reynolds number, except (perhaps) at the highest air 
inlet angles. 

There were measurable differences in behavior at air inlet 
angles less than design. The outlet air angle did not change 
significantly for the DCA blade, and ranged from 1/2 to 3 deg 
greater than measured for the CD blade. Larger values of AV-
DR were also measured, although at angles approaching and 
exceeding the design value, the AVDR was measured to be 
lower than for the DCA cascade. 

The AVDR is largely a consequence of the behavior of the 
end-wall boundary layers in passing through the cascade, and 
the reason for the high value of 33 deg inlet air angle is not 
clear. However, a much reduced static pressure rise was also 
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registered, and this was confirmed by manometer readings of 
the distributions of wall static pressures. In fact, the pressure 
rise across the cascade dropped very abruptly with reduced air 
inlet angle, the drop being associated with the detection of 
leading edge separation on the pressure side of the blade. 
Subsequent examination of all the information obtained in the 
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Fig. 10 Mass flow injection model: TSONIC program 

tests pointed to a need to obtain more information in the range 
of inlet flow angles between 30 and 36 deg. 

Vortex Shedding. During testing at the three lowest air inlet 
angles, pure, highly audible tones were heard as the tunnel was 
brought up to the required test conditions. The tones occurred 
at discrete settings of the plenum pressure, and the frequency 
increased (1080, 1960, 2380, 3080 Hz) as the inlet velocity at 
which it occurred increased (approximately 30, 34.5, 42, 48.5, 
56 m(s). Vortex shedding in the blunt blade wake was 
suspected when the Strouhal number based on trailing edge 
thickness was found to be 0.17 (when the tones occurred). An 
experiment was conducted to verify this explanation. The 
bluntness was removed by taping metal shim-stock to produce 
sharp trailing edges on all blades. The tones then did not oc
cur. The removal of the shim-stock from one blade resulted in 
the reoccurrence of tones, but very faintly. 

Vortex shedding in turbomachinery blade wakes has been 
observed or suspected in several turbomachinery research ex
periments [24-28]. However, the occurrence in the present 
case was particularly graphic because the frequencies were in 
the audible range and, despite the tunnel background noise 
level, some had the clarity of pure organ tones. 

In high-speed compressors and turbines, these resonant fre
quencies can be over 100 kHz and therefore too high to be 
detected by other than the highest response transducers (see 
[28], for example). The issue of vortex shedding must be raised 
when attempting to obtain comparisons of data with analyses 
which aim at the correct modeling of the flow. Whether any 
special treatment of the trailing edge flow is required when 
vortex shedding occurs, compared to when it does not, re
quires that a more detailed study be conducted than was possi
ble in the present series of tests. 

Comparison of Calculated and Experimental Results. In-
viscid flow computations, presented as static pressure coeffi
cient versus percent of chord, are compared with experiment 
in Fig. 9. The solid line represents panel code calculations and 
the dashed line represents TSONIC results. 

There is very little difference between TSONIC and panel 
code calculations, except in the trailing edge region. Even 
there, the differences are minor and are due to differences in 
the way each code models the trailing edge. No inviscid code 
will calculate the flow accurately near the trailing edge of a 
blade row because real, viscous effects are the most prominent 
in that region. For blades with round trailing edges, and par
ticularly for the present case with a blade having a relatively 
large trailing edge diameter, the Kutta condition does not truly 
apply. Some artifice must be used, and code developers 
employ different methods. 

In TSONIC, Katsanis has used a mass injection or wake 
simulation model [1] sketched in Fig. 10. Tangents are formed 
at the intersection of the trailing edge circle and the blade sur
face, and extended to the vertical line which forms a tangent 
with the trailing edge circle (Fig. 10). The "wake" is then ex
tended downstream with an orientation determined by the 
downstream whirl boundary condition. Pressure is allowed to 
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Fig. 12 Comparison of boundary layer behavior between china clay ex
periments and calculations using calculated surface pressure distribu
tions; suction surface 

vary across the simulated wake. This modeling removes the 
trailing edge circle and the attendant accelerations and 
decelerations associated with curvature. The user may vary 
exit angle until "closure" of the pressure distribution occurs 
at the trailing edge to simulate a Kutta condition, or the user 
may specify an exit angle (such as an experimentally measured 
angle) and accept the crossing of suction and pressure surface 
pressures near the trailing edge, as in the present calculations. 

McFarland sets the downstream static pressure by continu
ity considerations. He then forces the surface pressures on 
both surfaces to meet this pressure at the trailing edge by an 
interpolation process involving the last three panel elements 
on each surface. To achieve satisfactory results in the trailing 
edge region, it was found necessary in these calculations to use 
all 98 panel elements, and to pack points in the trailing edge 
(FTE set equal to 1.05). 

Both methods are artificial. But inviscid flow, in itself, is ar
tificial, and comparisons will always differ from the real flow 
in regions where viscous effects are strong. 

Experimental measurements are generally in good agree
ment with both methods of calculation. Viscous effects near 
the trailing edge begin to appear (as a divergence between 
calculation and measurement) at the design point (Betal = 
38.91) and increase as incidence increases. The last pressure 
tap on each surface is in a region of curvature and reflects the 
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Fig. 13 Calculated loss (Stewart's model) compared with experimental 
measurements 

decreased pressure (increased velocity) there, particularly at 
lower inlet angles where suction surface boundary layers are 
relatively thin. Corresponding trailing edge accelerations do 
not appear in the calculations because the trailing edge has 
been modeled to remove them. 

Measured pressures compare very well with the calculations 
in the leading edge region. Because of mesh limitations, 
TSONIC did not pick up any leading edge accelera
tion/decelerations upstream of 3 percent chord, and therefore 
was quite limited in boundary layer calculations. The panel 
code provided quite adequate resolution. A point of concern 
to code users has always been the calculated leading edge 
pressure spikes, and they are evident here even at the design 
point (Betal = 38.91). The excursions can be large and are 
mathematically consistent. How much of such an excursion is 
actually felt by the real flow will determine the nature of the 
boundary layer behavior. It appears from the measured data 
that the flow does experience a large proportion of the 
calculated leading edge velocity diffusion. 

Two principal boundary layer calculations were made, one 
set using data from low Reynolds number tests to compare 
against flow visualization experiments performed at low 
Reynolds number (340,000), and one set using calculated 
pressure distributions corresponding to higher Reynolds 
number tests (670,000). The latter results were used to 
calculate loss coefficient to compare against measured loss. 

China clay flow visualization experiments were run on the 
suction surface of the blade over the full range of incidence 
angles, but at a low Reynolds number to accommodate drying 
times of the solvent. The results are presented in Fig. 11. The 
axial position at which laminar separation-turbulent reattach
ment, transition, and turbulent separation occur is plotted 
against the inlet flow angle condition. The figure shows the ex
istence of a laminar boundary layer to about 60 percent of 
chord at the two lowest flow angles. As incidence angle was in
creased, an abrupt change occurred and a laminar separation 
with turbulent reatttachment was produced very near the 
leading edge (2 to 5 percent chord) at all of the higher inlet 
angles. 

The boundary layer calculations were made using ex
perimental surface pressures as input, and results are also plot
ted on Fig. 11. In all cases, laminar separation with turbulent 
reattachment was predicted, rather than pure transition. The 
calculated laminar separation point is reasonably close to ex
periment for Betal = 28.00, but disagrees by about 15 percent 
chord at Betal = 32.87. The calculated trends appear to be 
more valid because as incidence angle is increased, the adverse 

Journal of Turbomachinery 

i 

pressure gradient on the suction surface becomes steeper. 
Since laminar separation is strongly influenced by pressure 
gradient, earlier separation would be expected at Betal = 
32.87. At the higher inlet angles there is good agreement be
tween experiment and calculation. The adverse gradient near 
the leading edge is very steep and produces almost immediate 
laminar separation. Due to the magnitude of the adverse 
pressure gradient in most cases, and the Reynolds number 
levels, the laminar separation bubbles are presumed to be 
short. 

The experimental static pressure distributions already 
reflect turbulent separation, i.e., reduced adverse pressure 
gradients in the separated region near the trailing edge. Using 
these reduced gradients as input to a boundary layer calcula
tion is not likely to result in prediction of turbulent separation, 
and did not for these calculations. It should also be noted that 
the experimental turbulent separation locations shown in Fig. 
11 for Betal = 28, 32, and 36 deg are more likely to be a 
localized drying phenomenon than a separation. 

Boundary layer calculations on both surfaces were con
ducted for the highest Reynolds number case over the full 
range of incidence angles using calculated surface pressures as 
input. The calculated laminar and turbulent separation loca
tions are shown in Fig. 12, using the china clay results as 
reference. Predicted laminar separation locations occur earlier 
for both Betal = 28 and 32.87, but agree with china clay 
results at the higher inlet angles. Turbulent separation is not 
predicted for the two lower inlet angles, but is predicted for all 
inlet angles 38 deg and greater. Assuming separation to occur 
at critical incompressible form factors of 2.0, 2.2, and 2.5, the 
corresponding locations are plotted as percent chord in Fig. 
12. The best correlation with flow visualization data is given 
by Hi = 2.2. For the step adverse gradient at Betal = 45.96, a 
flow visualization separation location of 90 percent chord 
does not appear to be consistent. The 73 percent chord value, 
corresponding to Hi = 2.2, agrees better with the flattening of 
the pressure distribution shown in Fig. 9(f). 

Total pressure loss coefficients were calculated using 
Stewart's method [23], and are compared with experimentally 
measured values in Fig. 13. Attempting to calculate loss at off-
design conditions using an integral boundary layer method 
and a one-dimensional loss model is a dubious enterprise. The 
calculations obviously break down at the two extremes of inlet 
angle (solid line). But agreement is remarkably good at the 
other incidence angles. For cases in which turbulent separation 
is predicted, the values of displacement and momentum 
thickness corresponding to Hi = 2.2 were assumed to remain 
constant to the trailing edge of the blade where the loss model 
was applied. 

One notable point of disagreement is at the design inlet 
angle of 38.91. A recalculation of the boundary layer begin
ning at about 4 percent of chord beginning with a laminar 
boundary layer produces loss predictions in agreement with 
measurements (dashed line, Fig. 9d). To accomplish this it 
would be necessary for the boundary layer to have 
relaminarized in the reacceleration region between 4 and 25 
percent of chord (Fig. 9d). Although there is no evidence of 
this from the china clay experiments, this appears to be the 
only way the measured loss values could be reconciled with 
computations. 

The boundary layer calculations for the lowest inlet angle 
(24.49) were particularly troublesome on the pressure surface 
due to the excessively steep adverse pressure gradient. 
Laminar separation followed by turbulent separation was 
predicted. The boundary layer calculations can be continued 
through modestly high form factors, and values of displace
ment and momentum thickness were obtained at the trailing 
edge. However, with such a steep pressure gradient, turbulent 
separation would not be unexpected, and due to the much 
relaxed pressure gradient at 30 percent of chord, turbulent 
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reattachment could be envisioned. Using this speculative ap
proach, a loss coefficient comparable to experimental 
measurements was achieved by reattaching the turbulent 
boundary layer at 30 percent chord with a displacement and 
momentum thickness equivalent to a fourfold increase over 
values at predicted turbulent separation (dashed line, Fig. 13). 
Using such methods to predict loads at far off-design condi
tions is clearly speculative. More sophisticated modeling is re
quired or, at least, an extensive data base is necessary to per
mit consistent empirical enhancement. 

Summary of Results 

The midspan section of a controlled diffusion stator was 
tested in a two-dimensional cascade. Measurements over a 
wide range of incidence angles were obtained. A quite accep
table minimum loss coefficient level of 0.0241 was measured, 
a value lower than that measured on the reference double cir
cular arc blade. Operating range was slightly better than for 
the DCA blade. 

Measurements of surface pressure compare well against 
results computed by the TSONIC and panel codes over the full 
incidence angle range. Integral boundary layer calculations 
using the McNally code showed generally good agreement 
with flow visualization data when measured surface pressures 
were used as input. When computed inviscid surface pressures 
were used as input, laminar separation was predicted with less 
accuracy. Correlations between computed boundary layers 
and flow visualization data produced a critical incompressible 
form factor value for turbulent separation of 2.2 for this set of 
data. Loss calculations using the Stewart loss model provided 
remarkably good agreement except, as expected, at the ex
tremes of the incidence angle range. 
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Study of Three-Dimensional 
Viscous Flows in an Axial 
Compressor Cascade Including Tip 
Leakage Effects Using a 
SIMPLE-Based Algorithm 
A multisweep space-marching solver based on a modified version of the SIMPLE 
algorithm was employed to study the three-dimensional flow field through a linear 
cascade. Three cases were tested: one with moderate loading, one with high loading, 
and one with high loading and tip clearance. The results of the numerical simulation 
were compared with available experimental measurements, and the agreement be
tween the two was found satisfactory. The numerical simulation provided insight in
to several important endwall flow phenomena such as the interaction between the 
leakage and passage vortices, the interaction between the leakage vortex and the 
wake, the effect of leakage flow and loading on losses and secondary kinetic energy, 
the suction side corner separation, and the bio wing of this separation by the leakage 
flow. 

Introduction 

A multisweep space-marching code called IMPACT [1] has 
been developed at Allison Gas Turbine Division and has been 
successfully tested for the flow through centrifugal impellers 
[2]. The purpose of this study is twofold: (1) to evaluate the 
applicability of IMPACT in axial compressor blade passages; 
and (2) to use IMPACT to gain a better insight into the com
plex three-dimensional flow phenomena occurring in the end-
wall region of the compressor blade passages. 

The flow through the endwall region of a compressor blade 
passage is highly three dimensional with strong secondary 
flows that form the passage and leakage vortices. It is not clear 
how these vortices interact, how the loading affects these vor
tices, what trajectories these vortices follow, how the loss 
distribution correlates with the location of these vortices, and 
how the leakage flow interacts with the suction side corner 
separation [3], 

Experimental cascade studies have shown that a saddle 
point of separation exists near the leading edge and that a 
horseshoe vortex trails around the blades [4]. The correspond
ing phenomena in compressor cascades have yet to be in
vestigated. Similarly, the variation of loss, secondary kinetic 
energy distributions with loading, and the effect that the 
leakage flow has on these distributions have not been studied 
in detail. 

The pioneering work of Moore et al. [5], Hah [6], Briley and 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAI ENGINEERS and presented at the 31st International Gas Turbine 
Conference and Exhibit, Diisseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters January 17, 1986. Paper No. 
86-GT-84. 

McDonald [7], Walitt [8], and others has shown that a con
siderable understanding of the three-dimensional viscous 
flows in turbomachines can be gained through numerical 
simulation of the flow. 

The IMPACT code is used to study the three-dimensional 
flow through a linear compressor cascade for which ex
perimental dataare available. This provides a check on the ap
plicability of the code to axial compressor blade passages and 
also provides detailed information on the flow phenomena oc
curring in the endwall region of a compressor cascade. This 
detailed information is very difficult or impossible to obtain 
experimentally. 

Governing Equations 

The IMPACT code can be run in either the compressible or 
incompressible mode and the coordinate system can be 
rotating or stationary. In this study, the code was run in the in
compressible mode and the coordinate system was stationary. 
The flow is governed by the steady time-averaged continuity 
and momentum equations 

3 » (1) 
dXj 

Uj = 0 

a 
"a* 

1 3p 3 / ,T dU: 8U: 1\ 
-(ulUj) = - ^ + — ([v + vl]\-r!- + -rJ-\) (2) 
-.j ' p dXj dXj \ I dXj dXj J / 

The k-e turbulence model [9] is used to find the eddy 
viscosity 

vt = Ciik2/t (3) 
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Table 1 Geometry and flow conditions for the cascade experiments 

Test 
Parameter 

Profile 
Stagger (X) 
Space-to-chord ratio (S/C) 
Span-to-chord ratio (2H/C) 
Gap-to-chord ratio {t/C) 

Inlet flow angle (/3() 
Outlet flow angle (/32) 
Reynolds number (Re) 

A 

— 
-
— 
— 
0 

48.3 deg 
20.9 deg 

4.05 x10 s 

B 

Geometry 
NACA 65-12-A10-10 

30 deg 
0.8 
2.1 
0 

Flow conditions 
56.2 deg 
24.4 deg 

4.28 xlO 5 

C 

— 
-
— 
— 

0.011 

55.5 deg 
24.6 deg 

4.26 x10 s 

where C/x is a constant, k the turbulence kinetic energy, and e 
the turbulence energy dissipation rate. The turbulence quan
tities k and e are found from their respective transport equa
tions 

-7— {u,k) = — ([v,/ak][dk/dXi]) + P-e + Gc (4) 
OXi OXj 

— (u,e) = — ([»,/*«] [fle/ta,]) 
OX; OXj 

+ -£ r(C1P-C2e + Gc) (5) 

where P is the rate of production of k and Gc is a term that ac
counts for the streamline curvature effects on turbulence and 
is a function of the local streamline curvature, shear stress, 
and velocity [2]. The empirical constants C„, C,, C2, ak, at are 
set to the following values: C^ = 0.09; Cx = 1.47; C2 = 1.92; 
ok = 1.0; and at = 1.3. The wall function method [10] is used 
to minimize the number of grid points needed near solid 
surfaces. 

Equations (1), (2), (4), and (5) are transformed to an ar
bitrary curvilinear coordinate system in £, -q, f where £ is the 
coordinate approximately aligned with the primary flow direc
tion and j), f are the coordinates in the transverse plane. In
voking the parabolic flow approximation, the diffusion terms 
in the f direction are dropped. 

Numerical Algorithm 

The details of the numerical algorithm are given in [1] and, 
therefore, only a brief description will be given here. The 
numerical algorithm is similar to the semi-implicit pressure 
linked equation (SIMPLE) [11] algorithm and is based on the 
multisweep space-marching procedure originally devised by 
Pratap and Spalding [12] and later generalized to arbitrary 
curvilinear coordinates by Rhie [1]. The solution is marched in 
the primary flow direction starting from prescribed conditions 
on an inlet plane. The algorithm employs a finite-volume in
tegration method for the momentum and turbulent transport 
equations. These equations are solved in the transverse plane 
using the alternating direction implicit (ADI) method. The 
method uses the pressure-correction procedure to enforce 
local and global mass conservation during a marching sweep. 
After each forward marching sweep, a three-dimensional ellip
tic pressure-correction equation is solved to get a new estimate 
for the pressure field. When reverse flow occurs, the FLARE 
approximation is used according to which convective terms in 
the £ direction are neglected. 

Experimental Setup 

Papailiou et al. [13] performed a series of tests in a linear 
compressor cascade. Three of those tests are used in this 
study for comparison with the numerical predictions. Table 1 
shows the geometry of the cascade and the flow conditions for 

N o m e n c l a t u r e 

ADI 
C 

CPU 

?P 
Cpo 

Cx 

H 
k 

K 

P 
Po 

Pot 

Re 
s, n 

SIMPLE 
ss, ps 

t 
U; 

alternating direction implicit 
chord length 
central processing unit 
pressure coefficient = (p—p{)/(l/ipV\) 
passage and mass-averaged total pressure loss 
coefficient 
axial chord length 
half-span height 
turbulent kinetic energy 
passage and mass-averaged secondary kinetic 
energy 
pressure 
total pressure 
total pressure at midspan upstream of the 
cascade 
Reynolds number = Vl C/v 
streamwise and normal coordinates (stream-
wise direction is parallel to the local velocity 
direction at midspan) 
semi-implicit pressure linked equation 
suction surface, pressure surface 
tip clearance height 
velocity component in the / direction 

ux, uy,uz = 

Uz = 

U, = 
U„ = 
«» = 
V = 

x,y,z = 
jS = 

e = 

X = 
v = 

5,1?, 

Subscripts 

1 
2 
P 
s 

velocity components in the x, y, and z direc
tions (normalized by Vx) 
velocity component in the z direction nor
malized by V 
streamwise velocity normalized by the local V 
normal velocity normalized by the local V 
normal velocity normalized by V{ 

velocity magnitude at midspan 
Cartesian coordinates 
flow angle measured from the axial direction 
turbulent kinetic energy dissipation rate 
stagger angle 
kinematic viscosity 
eddy viscosity 
curvilinear coordinates 
density 

upstream of the cascade 
downstream of the cascade 
pressure side 
suction side 

52 /Vol . 108, JULY 1986 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.52. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H 

. 

Tip clearance 

(Only test C) 

. z ' i 
• * 

\ 
^ End-wall 

s" Mid-span 

End-wall 

•^ + @ ( x / C ) l 

Flow direction 
at mid-span 

+ @ ( x / C x 

=0.88, y/Cx 

=0.88, v/Cx 

=1.32) 

=0.74) 

Fig. 1 Cascade geometry and coordinate systems 

Fig. 2 Grid in the J-IJ plane outside the tip clearance 

the three tests: Test A is a case with moderate loading; test B is 
a case with high loading; and test C is a case with loading ap
proximately the same as test B but with a clearance at the end 
of the blades (t/c = 0.011). 

The experiments were performed with a thick inlet bound
ary layer. The inlet boundary layer thickness was equal to 60 
percent of the half-span height and it was approximately the 
same for the three tests. Figure 1 shows the cascade and the 
coordinate system. 

Computational Grid 

A body-fitted grid is used to represent the cascade 
geometry. The grid consists of 21 x 21 x 40 nodes in the 
blade-to-blade, spanwise, and streamwise directions, respec
tively. The grid in the £-?j plane is shown in Fig. 2. In tests A 
and B, the grid in the ij-f plane is everywhere orthogonal with 

Fig. 3 Details of the grid inside the tip clearance (figure not to scale) 

the grid points clustered near the endwall, the leading edge, 
and the trailing edge. In test C, the grid is modified to model 
the tip clearance. Figure 3 shows the details of the grid inside 
and near the tip clearance. Five nodes are located between the 
blade tip and the endwall. The nodes inside the tip clearance 
are equally spaced. 
Boundary Conditions 

In the inlet plane, the three velocity components, the 
pressure, the turbulent kinetic energy, and the turbulent 
kinetic energy dissipation rate were specified. The inlet plane 
was located at x/Cx = -0.66. At that location, the flow was 
collateral and uniform in the y direction. The inlet velocity 
profiles employed in the numerical simulation were obtained 
from the experimental data through interpolation. The 
pressure was taken as uniform in the inlet plane. The only ex
perimental information on turbulence upstream of the cascade 
was that the level of turbulence intensity was 0.5 percent. 
Based on this information and on Klebanoff's data [14], an in
let turbulent kinetic energy distribution was assumed. The tur
bulent kinetic energy dissipation rate at the inlet plane was 
estimated from k and an assumed turbulence length scale. 

No slip boundary conditions were used on the blade surface 
and the endwall. Wall functions were used for the turbulent 
quantities on solid surfaces [10]. Periodic conditions were en
forced along the boundaries upstream, downstream, and in
side the tip clearance. 

The flow was symmetric about the midspan plane and, 
therefore, the solution was carried out only in the upper half 
domain between midspan and endwall. A symmetry boundary 
condition was applied at the midspan location: ut = 0, and 
derivatives with respect to z of all other variables equal to 
zero. 

Analysis of Results and Comparison With Data 

The IMPACT code was run for the three tests listed in Table 
1. Each run took approximately 250 global iterations to con
verge. On an IBM 3084, the central processing unit (CPU) 
time per grid point per iteration was 2.5 x 10~3 s and on a 
CRAY IS was 0.42 x 10"3 s. 

Blade Pressure Distribution. Figure 4 shows the predicted 
and measured blade pressure distributions Cp at midspan as 
well as the predicted Cp at a spanwise location very close to the 
endwall. The predictions on the pressure side at midspan agree 
with the experimental data in the three tests. There are some 
discrepancies between the predicted and measured values at 
midspan on the suction side, especially in the leading-edge 
region. This is attributed to the inadequate grid resolution in 
that region. The flow goes through rapid changes near the 
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Fig. 4 Blade pressure distribution 
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Fig. 5 Streamwise and normal velocity profiles (test A) 

leading edge and a denser grid is needed to accurately capture 
these changes. 

The predicted Cp distributions near the endwalls for tests A 
and B indicate that the loading is less than at midspan. In test 
C, the predicted Cp distributions show an even larger spanwise 
loading variation. Note that the pressures used to find Cp at 
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Fig. 6 Streamwise and normal velocity profiles (test B) 
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Fig. 7 Streamwise and normal velocity profiles (test C) 

z/H = 0.995 for test C are the values at one grid point away 
from the periodic boundaries. 

Streamwise and Normal Velocity Profiles. The streamwise 
direction is defined as the direction parallel to the flow direc
tion at the midspan location. The streamwise velocity Us is 
defined as the velocity component parallel to the streamwise 
direction and normalized by the velocity at midspan. The nor
mal velocity Un is defined as the velocity component normal 
to the streamwise direction nondimensionalized by the velocity 
at midspan. By definition, Us = 1 and U„ = 0 at midspan. 
The normal velocity Un is considered positive when it causes 
underturning (see Fig. 1). Papailiou et al. [13] measured Us 
and U„ at 18 locations upstream and inside the cascade. The 
predictions agreed with the measured profiles at most loca
tions for all three tests. The most difficult to predict locations 
are location 25 (closest to the trailing edge near the suction 
surface) and location 28 (closest to the trailing edge near the 
pressure surface). These two locations are shown in Fig. 1. 
The predicted and measured profiles at locations 25 and 28 are 
shown in Figs. 5-7. The predictions for test A agree well with 
the measurements at both locations. Both Us and U„ profiles 
have the expected shape. 

At location 28, the predictions for tests B and C (Figs. 6 and 
7) agree with the measurements. Qualitatively, both Us and U„ 
at location 28 look more or less the same for all three tests. 
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Fig. B Velocity vectors in the blade-to-blade plane at z/H = 0.997 (test 
C) 

Fig. 9 Flow visualization on the endwall (test C) 

This indicates that the tip leakage flow does not affect the flow 
in the vicinity of location 28. Examining the velocity profiles 
at many other locations (not shown here), it is concluded that 
the tip leakage flow affects the flow significantly only in the 
vicinity of the suction side. This will become clear in the 
following section where the velocity vectors in the blade-to-
blade plane are shown. At location 28, the maximum absolute 
value of U„ near the endwall is larger for tests B and C (ap
proximately 0.2) than for test A (approximately 0.15). This is 
because the flow is turned more in tests B and C than in test A. 

At location 25, the predictions for test B do not agree with 
the measurements near the endwall. Qualitatively, however, 
the profiles show similar trends. Note in particular that a max
imum in the Us profiles occurs near the endwall in both the 
predictions and the measurements. This location is where the 
poorest agreement exists between the measured and predicted 
values. At all other locations, the agreement was very good. 

In test C, the numerical simulation predicted the effect of 
the leakage flow on the streamwise and normal velocity pro
files at location 25. The normal velocity U„ is positive near the 
endwall, which is a direct result of the leakage flow. Also, the 
shape of the streamwise velocity profile near the endwall in 
test C is different from that in test B, again a direct result of 
the leakage flow. 

Flow Characteristics in the Blade-to-Blade Plane. Plots of 
the velocity vectors in the blade-to-blade plane are useful in 
understanding the basic phenomena that take place in the flow 
through a cascade. The plots help to visualize the flow. 

Figure 8 shows the velocity vectors for test C at z/H = 

Journal of Turbomachinery 

/ / / Flow visualization (experiment) 

/ Predictions 

Fig. 10 Qualitative behavior of the flow near the endwall in the 
presence of tip clearance 

0.997, the location inside the tip clearance that is closest to the 
endwall. Figure 9 (taken from [15]) shows the experimental 
flow visualization on the endwall. In both figures, the flow 
can be seen going from the pressure to the suction surfaces of 
the blades. Figure 8 also shows that the leakage flow starts 
from the leading-edge location. Away from the suction and 
pressure side regions, the familiar overturning of the flow can 
be seen. 

Three flow regions can be identified near the endwall (see 
Fig. 10): (1) the region near the suction side where the leakage 
flow dominates, (2) the region near the pressure side that sup
plies the flow that goes through the tip clearance, and (3) the 
region that is away from the blade surfaces and is overturned. 
Region 1 is separated from region 3 by a well-defined curve 
(curve 1-3 in Fig. 10). This curve can be clearly identified in 
both Figs. 8 and 9 and is the line along which the main flow 
meets the leakage flow. Region 2 is separated from region 3 by 
curve 2-3 (see Fig. 10). Again, this curve can be identified in 
both Figs. 8 and 9 (though not as clearly as curve 1-3) and is 
the line along which the flow that is going through the tip 
clearance departs from the main flow direction. In Fig. 10, the 
predicted curves 1-3 and 2-3 compare well with the curves ob
tained from the flow visualization. In the trailing-edge region, 
the tangential extents of regions 1 and 2 are approximately 35 
and 6 percent of the blade spacing, respectively. 

Also shown in Figs. 8 and 9, the saddle point of separation 
can be identified near the leading edge. Unlike turbine 
cascades, no horseshoe vortex was detected trailing around the 
blades. In the trailing-edge region, a vortex with its axis nor
mal to the blade-to-blade plane can be seen in both Figs. 8 and 
9. A possible explanation for the formation of this vortex is as 
follows: The leakage flow loses its strength in the trailing-edge 
region and the main flow manages to penetrate the leakage 
flow region. During this penetration, the main flow loses most 
of its momentum and, therefore, as soon as it gets into the 
leakage flow region, it is turned back (by the leakage flow). 
This sets up a vortex. This argument is supported by the fact 
that the center of this vortex is on curve 1-3 that separates the 
leakage flow region from the main flow region. In Fig. 8, the 
computed saddle point of separation and trailing-edge region 
vortex location are compared with those experimentally deter
mined from the flow visualization. 

Passage and Leakage Vortices. Figure 11 shows the second
ary velocity vectors in the y-z plane at x/Cx = 0.967 for test 
B. The secondary velocity vectors are defined as follows 

JULY 1986, Vol. 108/55 

Downloaded 01 Jun 2010 to 171.66.16.52. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.2V] 
Passage vortex 

Passage vortex 

Test A 

0 0.2 0.4 0.6 0.8 1.0 
Fractional distance between pressure and 

suction surface, Y-Ys 
Yp-Ys 

Fig. 11 Secondary velocity vectors in the y-z plane at x/Cx = 0.967 

(test B) 
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to curve 2-3 In figure 13 

. u-2*l_ Leakage vortex 

Fig. 12 
(test C) 
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Secondary velocity vectors in the y-z plane at x/Cx = 0.828 

usec=un+u, (6) 
The familiar passage vortex can be identified. 

Figure 12 shows the secondary velocity vectors in the y-z 
plane atx/Cx = 0.828 for test C. Two contrarotating vortices, 
namely the passage and the leakage vortices, can be clearly 
identified. Figure 12 and others at different axial locations not 
shown here indicate that inside the blade passage the leakage 
and passage vortices coexist without considerable mixing. This 
is similar to the findings of Hansen et al. [16] who performed 
extensive visualization studies of leakage and secondary flows 
in cascades. Beyond the trailing edge, there is a strong interac
tion between the leakage vortex and the wake that results in a 
rapid dissipation of the leakage vortex. The dissipation of the 
passage vortex is much slower. 

Figures 13 and 14 show the trajectories of the center of the 
leakage and passage vortices in the x-z and x-y plane, respec
tively. A comparison of the trajectory of the passage vortex 
for tests A and B shows that for test B the passage vortex is 
closer to the suction side and farther away from the endwall 
than for test A. This is because in test B the turning is higher 
and the passage vortex stronger than in test A. Comparing the 
trajectories of the passage vortex for tests B and C (which have 
the same turning), it is concluded that the leakage vortex has 
only a minor effect on the trajectory of the passage vortex. 
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Fig. 13 Trajectories of passage and leakage vortices in the x-z plane 
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Fig. 14 Trajectories of passage and leakage vortices in the x-y plane 
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Fig. 15 Passage and mass-averaged secondary kinetic energy 

The trajectory of the leakage vortex is close to the suction 
side and the endwall. Near the trailing edge, the leakage vortex 
follows a rather peculiar trajectory. This is perhaps due to the 
influence of the trailing-edge region vortex (see Figs. 8 and 9) 
or simply because the leakage flow has lost its strength in the 
trailing-edge region and has started to move closer to the suc
tion side and the endwall. Beyond the trailing edge, the 
leakage vortex started moving away from the endwall again, 
probably pulled down by the passage vortex. 

Figure 15 shows the variation of the axial direction of the 
passage and mass-averaged kinetic energy of the secondary 
flow K that is defined as follows: 
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Parameter 

x/Cx 
1.0 
1.666 

Table 2 

A 

0.136 
0.150 

Values of Cp 0 

Test 

B 

0.180 
0.219 

C 

0.179 
0.232 

g f » « » « " ' ^ ^ 

1 f H j> y p 

^ = -

Jo J>v 

(7) 

fi^Z 

In test B, A' is higher than in test A as expected due to the 
larger turning (loading) of test B. In tests A and B, A" increases 
continuously from the leading edge to the trailing edge. 
Beyond the trailing edge, K decreases due to the dissipation of 
the passage vortex. In test C, the value of K is much higher 
than in test B because of the leakage vortex. Also, K does not 
peak at the trailing edge location as in tests A and B but it 
peaks close to the midchord location where the leakage flow is 
strongest. However, beyond the peak point, -KTdecreases much 
faster in test C than in tests A and B. This is because of the 
higher dissipation that occurs in test C due to the presence of 
both the passage and the leakage vortex as well as the presence 
of the trailing-edge region vortex. 

Loss Distribution. The passage and mass-averaged total 
pressure loss coefficient is defined as follows 

Cpo —~ 
0.5pV\ 

Jo Jys 
dydz 

Table 2 lists the values of C^ at the trailing-edge location 
and at two thirds of the chord downstream of the trailing 
edge. 

The losses in test B are higher than the losses in test A by 32 
percent at the trailing edge and by 46 percent at x/Cx = 1.666. 
The losses in tests B and C are almost the same at the trailing-
edge location, which indicates that the increase in losses due to 
the leakage flow has been balanced by a reduction in losses 
due to the blowing of the suction side corner separation. 
However, beyond the trailing edge, the losses in test C increase 
faster than in test B, and at x/Cx = 1.666 the losses in test C 
are 6 percent higher than the losses in test B. This is because of 
the additional mixing losses occurring from the interaction 
between leakage vortex and wake. The secondary velocity vec
tors in the y-z plane showed that the leakage vortex has almost 
disappeared at x/Cx = 1.666. 

Figures 16 and 17 show the total pressure loss contours C^ 
in the .y-z plane at x/Cx = 1.0 for tests B and C, respectively. 
In test B, the maximum width in the y direction of the region 
with 0.667 < Cpo < 1.0 occurs away from the endwall at the 
location whefe separation is maximum. In test C, the same 
region (0.667 < Cp0 < 1.0) increases in width in the y direc
tion near the endwall and decreases away from the endwall. 
The increase near the endwall is due to the presence of the 
leakage vortex and the interaction between leakage flow and 
main flow. The decrease away from the endwall is due to the 
reduction in separation resulting from leakage blowing. 

Note that there is no correlation between passage vortex 
location and high loss region. This conclusion is similar to the 
findings of investigators studying three-dimensional flows in 
turbine cascades (e.g., see [17]). 

Closing Remarks and Conclusions 

The present study proved that the IMPACT code can pro-

Fig. 16 Contours of total pressure loss coefficient Cp 0 at x/Cx = 1 
(test B) 

Fig. 17 Contours of total pressure loss coefficient C„n at x/C 
(teste) pa 

vide relatively accurate predictions of the turbulent three-
dimensional endwall flow through compressor blade passages 
with and without tip clearance. More importantly, the present 
study improved the understanding of or reinforced earlier-
made assumptions on compressor endwall flow phenomena. 
The most important conclusions are as follows: 

• The passage vortex moves closer to the suction side and 
away from the endwall when loading is increased. 
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• The presence of the tip clearance affects a significant part 
of the flow in the suction side region, whereas it affects only a 
small part in the pressure side region. 

• The leakage vortex has only marginal effect on the 
passage vortex trajectory. 

• The leakage and passage vortex do not mix significantly. 
• Immediately downstream of the trailing edge, an intense 

interaction between leakage vortex and wake takes place 
resulting in rapid dissipation of the leakage vortex and a rapid 
increase in losses. 

• The passage vortex dissipation is much slower than the 
leakage vortex dissipation. 

• When there is a tip clearance, the flow near the endwall is 
divided into three regions: (1) leakage flow region (near the 
suction side), (2) a region that supplies the flow that goes 
through the tip clearance (near the pressure side), and (3) over
turned main flow region. Two distinct curves divide region 1 
from 3 and region 2 from 3. This understanding can con
tribute to the development of tip leakage flow models that can 
be used by designers of axial flow compressor blade passages. 

• A vortex exists in the trailing-edge region with an axis 
normal to the blade-to-blade plane. 

• The leakage flow blows out the suction side corner 
separation near the endwall. 

• When tip leakage is absent, the secondary kinetic energy 
reaches its maximum in the trailing-edge region. When tip 
leakage is present, the maximum secondary kinetic energy oc
curs near the midchord location. 

• The losses inside the passage are more or less the same 
with and without tip clearance (for constant loading). 
However, at the exit of the passage, the losses are higher with 
tip clearance than without. 

• The center of the passage vortex has no correlation with 
the high loss region. 

• As in turbines, a saddle point of separation exists near the 
leading edge. However, unlike turbines, no horseshoe vortex 
was detected trailing around the leading edge. 
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On the Application of a Linearized 
Unsteady Potential-Flow Analysis 
to Fan-Tip Cascades 
A linearized potential flow analysis, which accounts for the effects of nonuniform 
steady flow phenomena on the unsteady response to prescribed blade motions, has 
been applied to five two-dimensional cascade configurations. These include a flat-
plate cascade and three cascades which are representative of the tip sections of cur
rent fan designs. Here the blades are closely spaced, highly staggered, and operate at 
low mean incidence. The fifth configuration is a NASA Lewis cascade of symmetric 
biconvex airfoils for which experimental measurements are available. Numerical 
solutions are presented that clearly illustrate the effects and importance of blade 
geometry and mean blade loading on the linearized unsteady response at high sub
sonic inlet Mach number and high blade-vibrational frequency. In addition, a good 
qualitative agreement is shown between the analytical predictions and experimental 
measurements for the cascade of symmetric biconvex airfoils. Finally, recommenda
tions on the research needed to extend the range of application of linearized 
unsteady aerodynamic analyses are provided. 

Introduction 
The severe flow conditions imposed on modern fans 

operating at off-design positive incidence conditions make the 
possibility of flutter an ever-present concern. The flow in the 
fan-tip regions of these designs is of particular interest since 
the blades in this region have thin, slightly cambered profiles 
that are closely spaced and highly staggered. These features 
when combined with transonic mean flow conditions and high 
mean incidence enhance the likelihood of an aeroelastic in
stability. The aeroelastician is then faced with the task of 
determining the flutter boundaries for such designs. It is 
usually sufficient to consider the stability of the design with 
respect to infinitesimal unsteady excitations, and for this pur
pose a linearized unsteady aerodynamic theory is appropriate. 

Until recently the unsteady aerodynamic models used for 
turbomachinery aeroelastic design predictions were essentially 
based on classical linearized theory, where the unsteady flow is 
regarded as a small-amplitude fluctuation relative to a 
uniform mean flow. With this assumption the unsteady 
aerodynamic problem reduces to one of determining an 
unsteady solution for flow over a cascade of flat plates 
operating at zero mean incidence relative to a uniform stream. 
Although classical formulations are computationally very effi
cient, they apply only to purely subsonic or purely supersonic 
flows and they do not account for interactions between steady 
and unsteady disturbances. Therefore, they fail to properly ac
count for the effects of blade geometry, mean blade loading, 
and shock discontinuities on the unsteady response. To over-

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 31st International Gas Turbine 
Conference and Exhibit, Diisseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters January 17,1986. Paper No. 
86-GT-87. 

come these limitations, linearized unsteady aerodynamic for
mulations have been developed recently which include the 
foregoing effects by regarding the unsteady flow as a small-
amplitude harmonic fluctuation about a fully nonuniform 
steady flow [1-6]. While still in the development stage, these 
new formulations promise to provide the next generation of 
tools for fan flutter analysis. 

The present work involves the application of one of these 
new approaches [1, 5, 6], to two-dimensional cascades which 
are representative of the outer-span sections of modern fan 
rotor. The unsteady solution is constructed in two steps. First, 
the nonlinear full-potential analysis, described in [7, 8], is used 
to provide a detailed definition of the mean or steady flow 
through the cascade. This analysis has been applied extensive
ly in the design of compressor and turbine stages. The applica
tion of this code to the analysis of flows in high-speed fan 
stages, particularly at the conditions at which subsonic/tran
sonic positive-incidence flutter is of serious concern, has been 
much more limited. Consequently, the present code, and 
probably all current inviscid flow solvers, are limited in the 
range of flow conditions for which fan-cascade solutions can 
be determined. In the second step, the linearized potential 
flow analysis of [1, 5, 6] is applied to predict the unsteady flow 
perturbation relative to the mean flow solution for a pre
scribed mode and frequency of blade motion. This sub
sonic/transonic analysis has been developed to investigate the 
importance of blade geometry and mean pressure rise (or fall) 
across the blade row on the unsteady response to blade vibra
tions. It also includes the effects of shock discontinuities and 
their motions in the prediction of unsteady airloads; however, 
only continuous solutions are reported here. 

As previously stated the geometric configuration and off-
design flow conditions present in the fan rotor tip region im-
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Fig. 1 Two-dimensional fan-tip cascade 

pose severe requirements on a numerical prediction scheme. In 
the present effort the foregoing steady and linearized unsteady 
potential-flow analyses have been applied to three two-
dimensional cascade configurations which are representative 
of the outer span stations of current fan designs. These con
figurations were constructed to include the important 
geometric characteristics; the blades are thin, highly stag
gered, and closely spaced. However, since the existing steady 
analysis does not apply readily to thin blades with rounded 
edges of high curvature and/or blades operating at high mean 
incidence, some modifications to the leading-edge geometry 
definition and the mean-flow conditions were necessary to 
make the analytical results possible. These should be viewed as 
limitations of the current steady solution procedures and not 
the general unsteady formulation. To illustrate the importance 
of thickness and loading in the first three cases, corresponding 
solutions for a cascade of unloaded flat plates are also 
presented. A fifth configuration, the NASA Lewis cascade of 
symmetric biconvex airfoils, has been included in this study 
because of the availability of experimental data [9] for com
parison. Our purpose in choosing each of these cases is 
threefold: to demonstrate the application of a linearized 
unsteady analysis to fan configurations, to determine the im
provements required before such an analysis can be used in a 
positive-incidence flutter prediction system, and finally, to 
provide some analytical results for a basic configuration for 
comparison with other approaches. It is the authors' view that 
the present results are indicative of the current application 
limits of steady and linearized unsteady potential-flow 
analyses. 

Governing Equations 

Consider isentropic and irrotational flow of a perfect gas 
through a two-dimensional cascade of vibrating airfoils (see 
Fig. 1). The blades are undergoing identical harmonic motions 
at a frequency o>, but with a constant phase angle a between 
the motions of adjacent blades. It is assumed that the flow re
mains attached to the blade surfaces and that the blade motion 
is the only source of unsteady excitation. 

As a result of the foregoing assumptions the flow through 
the cascade is governed by the mass conservation law, ex

pressed here in terms of the unsteady velocity potential 

* (X' ° 9-
— £ - + V ( / 5 V *) = 0 (1) 

at 

and the compressible Bernoulli equation 

p(T-D = (7M2.OOJP/2)<->'-1>/T = ( M . ^ ) 2 

= l - ( 7 - l ) M i 0 0 [ $ , + ( ( V * ) 2 - l ) / 2 ] . (2) 
Here y is the specific heat ratio of the fluid, M is the Mach 
number of the undisturbed or steady flow, P is the fluid 
pressure, A is the speed of sound propagation, and the 
subscript - oo refers to the upstream free-stream condition. It 
should be noted that in the present discussion all physical 
quantities are dimensionless. Lengths have been scaled with 
respect to blade chord, time with respect to the ratio of blade 
chord to upstream free-stream speed, and density and pressure 
with respect to the upstream free-stream density and dynamic 
pressure, respectively. In addition to equations (1) and (2), the 
flow must be tangential to the moving blade surfaces and 
acoustic energy must either attenuate or propagate away from 
or parallel to the blade row in the far field. Finally, we also re
quire that the mass and tangential momentum be conserved 
across any shocks that might be present and that pressure and 
the normal component of the fluid velocity be continuous 
across the vortex-sheet unsteady wakes which emanate from 
the blade trailing edges and extend downstream. 

Equations (1) and (2) along with the equations based on the 
foregoing conditions at blade, shock, and wake surfaces and 
in the far field are sufficient to determine the unsteady flow. 
However, the computing resources required by this nonlinear 
time-dependent unsteady aerodynamic formulation limit its 
usefulness for turbomachinery aeroelastic investigations. In
stead, a small-unsteady-disturbance assumption is usually in
voked. This assumption permits an efficient approximate 
description of the unsteady flow which is suitable for 
aeroelastic applications. 

Thus, following the approach used in [5,6], we assume that 
the blades are undergoing small-amplitude (i.e., of O(e) <K 1) 
unsteady motions and expand the flow variables in asymptotic 
series in e; e.g., 

*(X,O=d.0{X)+e*1(X,O + 
= * (X )+ * (X , 0+ • • 

(3) 

Here, $(X) is the zeroth-order or steady-flow potential, 
<MX, t) = Re (<£(X)e/a") is the first-order (in e) unsteady per
turbation potential produced by harmonic blade motions, and 
Re { ) denotes the real part of ( ). In addition to (3), 
Taylor series expansions are used to refer the information on 
moving blade, shock, and wake surfaces to the respective 
mean positions of these surfaces. After substituting these ex
pansions into the full governing equations, equating terms of 
like power in e, and neglecting terms of higher than first order 
in e, time-independent nonlinear and linear variable-
coefficient boundary-value problems are obtained, respec
tively, for the zeroth- and first-order flows. 

The field equations governing the steady (zeroth-order) flow 
are the same as those obtained from equations (1) and (2) after 
replacing the time-dependent variables p(X, t) and $(X, t) by 
their zeroth-order or steady-flow counterparts p(X) and *(X) 
and setting temporal derivative terms equal to zero. The 
resulting equations, when combined with prescribed uniform 
flow conditions at the inflow boundary, and a Kutta condition 
at blade trailing edges, describe the steady background flow 
through the stationary cascade. 

The differential equation governing the first-order or 
linearized unsteady flow, i.e., 

A2V2<t> = 
D2s<t> 

Dt2 + ( 7 - l ) V 2 * 
Ds<t> 

Dt 
+ V(V*)2«V<£/2 (4) 
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follows from the mass conservation law (1), Bernoulli's equa
tion (2), the isentropic relations, and the asymptotic expan
sions for the flow variables. Here A = yP/p is the speed of 
sound propagation in the steady background flow, Ds/Dt = 
K O + V $ « V is a mean flow convection derivative operator, 
and <£(X) is the complex amplitude of the linearized unsteady 
potential. Solutions to equation (4) are subject to both bound
ary conditions at the mean positions of the blade, shock, and 
wake surfaces and requirements on the behavior of the 
unsteady disturbances far upstream and downstream from the 
blade row. Shock and wake (i.e., the steady downstream 
stagnation streamlines) mean positions are determined from 
the steady solution. The unsteady surface and far-field condi
tions are given explicitly in [5, 6] and will not be repeated here. 

The preceding aerodynamic formulation for determining 
the unsteady flow through a cascade of airfoils undergoing 
small-amplitude harmonic oscillations requires the solution of 
a nonlinear boundry-value problem for the zeroth-order or 
steady flow, followed by the solution of a linear variable-
coefficient boundary-value problem for the first-order or 
linearized unsteady flow. Both of these problems are time in
dependent. Moreover, because of the cascade geometry and 
the assumed form of the blade motion, the steady and linear
ized unsteady flows must exhibit blade-to-blade periodicity. 
Thus, for example 

and 
p ( X + /nGe, )=P(X) (5) 

p(X + mGe„)=p(X)ei' (6) 

where .P(X) is the steady pressure, p(X) is the complex 
amplitude of the linearized unsteady pressure, m = 0, ± 1 , 
± 2 , . . . is a blade number index, G is the blade spacing, and 
e, is a unit vector in the "circumferential" or r; direction (see 
Fig. 1). 

Conditions (5) and (6) allow a numerical resolution of the 
steady and the linearized unsteady flow equations to be 
restricted to a single extended blade-passage region of the 
cascade. Although the unsteady solution is dependent on the 
steady solution, the numerical procedures used to solve the 
two equation sets can be independent of each other. The 
numerical approximations used in the present study are 
described briefly below. 

Numerical Solution Schemes 

The steady or mean flow solutions, reported herein, were 
determined using the two-dimensional transonic finite area 
potential flow solution scheme described in [7, 8]. In this 
method the integral form of the continuity equation is approx
imated in the physical plane over polygons constructed 
through the triangularization of the computational mesh. The 
flow is assumed known and uniform upstream and 
downstream of the cascade. For blades with sharp trailing 
edges one downstream flow condition may be replaced by im
posing a Kutta condition at the blade trailing edge. For tran
sonic flows, artificial compressibility is introduced in super
sonic regions to stabilize the solution scheme and to capture 
shocks. 

The unsteady differential equation (4) must be solved sub
ject to boundary or jump conditions at mean positions of the 
blade, wake, and shock surfaces. The blade mean positions 
are prescribed and the mean positions of wake (i.e., the 
downstream stagnation streamlines) and shock surfaces are 
determined by the steady flow solution. Discrete approxima
tions to the linear unsteady equation and boundary conditions 
are formulated using an implicit, least-squares, interpolation 
procedure [5, 10] which is applicable on arbitrary computa
tional meshes. In this approach the linear differential operator 
is approximated for subsonic flow as a nine-point centered dif
ference star at internal points and as a nine-point one-sided 
difference star at all boundary points. In transonic applica-

PRESSURE SURFACE 
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J I I I I 

SUCTION SURFACE 
SUCTION SURFACE 

0.4 0.6 0 8 1.0 

Fig. 2 Steady surface Mach number distributions: (a) unloaded flat-
plate blades; (b) sharp-edged blades at zero incidence; (c) sharp-edged 
blades at small positive incidence; (d) cambered blades at zero 
incidence 

tions one must distinguish between regions of subsonic flow 
where the unsteady differential equation is elliptic and super
sonic flow where it is hyperbolic. This change in equation 
type, which depends on the mean-flow Mach number, is 
handled with local type-dependent differencing. In the present 
scheme the differential operator is first split into two parts: an 
operator consisting of terms contributing to the second partial 
derivative of </> in the local streamwise direction and a second 
operator consisting of the remaining terms in the unsteady dif
ferential equation. The difference approximation to the first 
operator is then determined based on the local steady Mach 
number (i.e., central in subsonic regions and upwind in super
sonic regions), while the latter operator is approximated with 
the standard central difference star. Once the appropriate dif
ference star has been chosen the difference weights within the 
star are determined through a weighted least-squares pro
cedure (see [5]). For all of the cases considered in this paper, 
both the steady and the unsteady solutions were determined on 
a sheared H-type "cascade" mesh (see Fig. 2a of [6]). 

Numerical Solutions 

Two different classes of two-dimensional cascades will be 
considered. The first is a set of four configurations, three of 
which are representative of the tip sections found in current 
fan designs, while the fourth is a cascade of flat-plate blades. 
The solutions for this first set are important in that they 
demonstrate the importance of blade thickness, mean in
cidence, and mean blade loading on the unsteady response of 
closely spaced, highly staggered blades operating at high sub
sonic inlet Mach number. In addition these solutions represent 
a first step toward understanding off-design flutter in fans. In 
generating these solutions the areas which will require addi
tional development of the present model have been identified. 
The foregoing solutions are then followed by a presentation of 
selected results for a NASA Lewis flutter cascade. This second 
class of cascades serves as an important test case for which 
both the cascade geometry and flow conditions have been 
clearly defined and some experimental data are currently 
available [9]. This case has been considered in the hope that it 
may become a baseline case for comparison with other 
analyses and future experimental investigations. 

Fan-Tip Cascades. The first set is composed of the follow
ing two-dimensional configurations: (a) a cascade of unload-
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Table 1 Reference-blade surface coordinates for cascade b 

' uppe r *lc upper y i c 

0.0000 
0.0023 

0.0099 
0.0198 
0.0323 
0.0495 
0.0645 
0.0793 
0.0968 
0.1290 
0.1613 

0.1935 
0.2258 
0.2581 
0.2903 
0.3226 
0.3548 

0.3871 
0.4194 
0.4516 
0.4839 

0.0000 

0.0001 
0.0005 
0.0011 
0.0017 
0.0025 
0.0032 
0.0039 
0.0046 
0.0056 
0.0065 
0.0074 
0.0084 
0.0094 
0.0105 
0.0116 
0.0127 
0.0140 
0.0153 
0.0166 
0.0180 

0.0000 
-0.0002 
-0.0007 
-0.0015 
-0.0024 
-0.0036 
-0.0046 
-0.0056 
-0.0066 
-0.0082 
-0.0094 
-0.0105 
-0.0114 
-0.0123 
-0.0130 
-0.0136 
-0.0141 
-0.0144 
-0.0146 
-0.0146 
-0.0145 

0.5161 
0.5484 
0.5886 
0.6129 
0.6452 
0.6774 
0.7097 
0.7419 
0.7742 

0.8065 
0.8387 
0.8710 
0.9032 
0.9214 
0.9355 
0.9536 
0.9677 
0.9784 
0.9956 

1.0000 

0.0195 
0.0207 
0.0215 
0.0220 
0.0221 
0.0220 
0.0215 
0.0207 
0.0195 
0.0181 
0.0162 
0.0141 
0.0115 
0.0097 
0.0081 
0.0060 
0.0043 
0.0029 
0.0007 
0.0000 

-0.0141 
-0.0137 
-0.0133 
-0.0129 
-0.0124 
-0.0118 
-0.0111 
-0.0104 
-0.0096 
-0.0087 
-0.0078 
-0.0067 
-0.0053 
-0.0044 
-0.0037 
-0.0027 
-0.0019 
-0.0013 
-0.0002 
0.0000 

Table 2 Mean inlet and exit conditions 

Cascade 

a 

b 

c 

d 

M_„ 

0.85 

0.82 

0.85 

0.85 

n_«,(deg) 

59.75 

61.3 

63.0 

64.8 

M„ 

0.85 

0.77 

0.68 

0.51 

Vdeg) 

59.75 

60.6 

60.5 

56.3 

ed flat-plate blades; (b) a cascade of sharp-edged blades 
operating at "zero" mean incidence; (c) the same cascade as 
(b) operating at a small positive incidence; and (d) a cascade 
of blades which were constructed by superimposing the blade 
profile of cases (b) and (c) on a circular arc camber line hav
ing a maximum height of 0.03 at midchord. In case (d) the 
blades also operate at zero mean incidence. Here the term zero 
mean incidence is defined as the flow incidence at which there 
is no steady loading at the blade leading edges. The surface 
coordinates for the reference blade geometry, cascade b or c, 
are given in Table 1. This blade profile is typical of that found 
in the tip region of modern fan-rotor designs, with the follow
ing exception. In the vicinity of the leading and trailing edges 
where the actual blades have small edge radii the present 
blades have been closed in wedge-shaped edges. This 
modification has been made to simplify the numerical defini
tion of the blades and to eliminate a geometric feature of the 
blades which can not be adequately resolved using an H-type 
cascade mesh. In each case the cascade stagger angle 6 is 59.75 
deg and the gap/chord ratio G is 0.746 (see Fig. 1). 

The predicted steady surface Mach number distributions for 
the four cascades are shown in Fig. 2. These results were deter
mined using the steady potential flow analysis of [7, 8]. In 
each case the inlet Mach number was prescribed and a Kutta 
condition was imposed at blade trailing edges. In addition, the 
inlet flow angle was prescribed for case (c) but a zero in
cidence condition was imposed in cases (a), (b), and (d). 
The resulting inlet and exit flow conditions for the example 
configurations are listed in Table 2, where M_„ and fl_„ 

denote the inlet Mach number and flow angle, respectively, 
and M+„ and fl+„ refer to the corresponding exit properties. 
Our original intent was to prescribe the same inlet Mach 
number for all cases, but we found that for an inlet Mach 
number of 0.85 a supersonic region extended across the entire 
blade passage in case (b). At the present time the steady and 
unsteady analyses apply only to flow in which a local super
sonic region occurs adjacent to each blade. Therefore we 
lowered the inlet Mach number in case (b) to 0.82. Further, 
our purpose in studying the cambered blades (case d) was to 
examine the effects of high mean blade loading on unsteady 
response. 

The surface Mach number distributions shown in Figs. 
2(a-d) correspond to the unloaded flat-plate cascade (M = 
constant), the two-dimensional cascade of Table 2 operating 
at M_„ = 0.82 and zero incidence, the same cascade 
operating at M_„ = 0.85 and at small positive incidence, and 
finally a cascade of similar (i.e., the same thickness distribu
tion) but highly cambered blades operating at M_„ = 0.85 
and at zero incidence, respectively. The predicted steady flows 
are entirely subsonic for the cascades operating at zero in
cidence, but for the blade operating at small positive incidence 
the predicted steady flow is supersonic along the suction sur
face of each blade in the immediate vicinity of the leading 
edge. It should be noted that the detailed flow behavior near 
the leading edge of a thin blade operating at small but nonzero 
incidence is extremely complicated, but the impact of this 
detailed behavior on global unsteady response quantities, and 
hence on aerodynamic stability may not be critical, at least for 
attached flow. Therefore, in the present study we have essen
tially avoided a detailed treatment of leading-edge phenomena 
by considering sharp-edged blade profiles and determining 
steady and unsteady solutions on relatively coarse cascade-
type meshes. 

It is clear from studying the mean-flow Mach number 
distributions presented in Fig. 2, which are representative of 
current potential flow solution capabilities, that we are still 
some distance from the actual flow conditions encountered in 
fans operating at off design. The areas which will require 
significant future development to the steady potential flow 
solver include the ability to calculate transonic flows where the 
supersonic region spans the entire blade passage and to pro
vide a correct or at least an adequate model for the flow in the 
leading edge region for blades operating at high incidence (up 
to 10 deg or more). While some may question the validity of 
an inviscid flow model under conditions in which viscous ef
fects will play an important role, the ability to model only ma
jor flow features with such an analysis should be sufficient to 
study the unsteady blade response. 

Unsteady response predictions for the above cascades have 
been determined for blades undergoing harmoinc single-
degree-of-freedom torsional vibrations about midchord. The 
angular displacement &{t) of the wth blade, which is assumed 
to be positive in the counterclockwise direction, is given by 
6tm(t)=Re\aeii»<+m°)), m = 0, ±1 , ±2 (7) 

where m is the blade number index and a is the complex 
amplitude of the reference blade displacement. After ex
panding the pressure P in the manner indicated by equation 
(3) and using Taylor series expansions to refer information to 
the moving blade surface, it follows from the steady and 
unsteady Bernoulli relations that the first harmonic compo
nent of the pressure acting at a moving blade surface is given 
b y ^ _ 

p a i = [ - 2 ( M _ ^ ) ^ - 1 ^ + ( « X RP)-VP]ffl (8) 

The unsteady aerodynamic moment, i.e. 
cMm(0=Re{cMe'(u'+""')), m = 0, ±1 , ±2, . . ., (9) 

is the important global response parameter for torsional blade 
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Fig. 3 Unsteady pressure difference distributions due to in-phase 
(ff = 0 deg) torsional blade vibrations: (a) unloaded flat-plate blades; (b) 
sharp-edged blades at zero incidence; (c) sharp-edged blades at small 
positive incidence; (d) cambered blades at zero incidence 
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Fig. 4 Unsteady pressure difference distributions due to torsional 
vibrations at a = 60 deg: (a) unloaded flat-plate blades; (b) sharp-edged 
blades at zero incidence; (c) sharp-edged blades at small positive in
cidence; (d) cambered blades at zero incidence 

motions and is also taken as positive in the counterclockwise 
direction. Here 

C M = 4 C B P ' B ( R ' , ' C ? T ) (10) 

is the complex amplitude of the unsteady moment acting on 
the reference blade, p& is the complex amplitude of the 
unsteady pressure acting at the instantaneous position of this 
blade surface (B, Rp is a position vector extending from the 
torsional axis of the reference blade to points on its surface 
and dr is a differential vector tangent to the reference blade 
surface and directed in the counterclockwise direction. The 
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Fig. 5 Unsteady moments due to torsional vibrations: (a) unloaded flat-
plate blades; (b) sharp-edged blades at zero incidence; (c) sharp-edged 
blades at small positive incidence; (d) cambered blades at zero 
incidence 
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Table 3 Unsteady far-field behavior 

Cascade 

a 

b 

c 

d 

Phase Angle 
Range (degrees) 

[-180, -38.8) 
(-38.8, 15.1) 
(15.1, 180] 

[-180, -125.5) 
(-125.5, -53.4) 
(-53.4, -38.2) 
(-38.2, -37.2) 
(-37.2, 180] 

[-180, -40.4) 
(-40.4, -37.8) 
(-37.8, 24.7) 
(24.7, 178.3) 
(178.3, 180] 

[-180, -44.1) 
(-44.1, -37.4) 
(-37.4, 29.6) 
(29.6, 113.0) 
(113.0, 180] 

Type of Blade 
Motion Sub- or 
Superresonant 

Superresonant 
Superresonant 
Superresonant 

Superresonant 
Superresonant 
Subresonant 
Superresonant 
Superresonant 

Superresonant 
Superresonant 
Superresonant 
Superresonant 
Superresonant 

Superresonant 
Superresonant 
Superresonant 
Superresonant 
Superresonant 

Propagating 
Waves 
(Upstream, 
Downstream) 

(1, 
(2, 

(1. 

(1, 
(1, 
(0, 
CO, 

(1, 

(1, 
(1, 
(2, 

(1. 
(1, 

i-l 
(1, 
(2, 

(1, 
(1. 

1) 
2) 

1) 

1) 
0) 
0) 
1) 
1) 

0) 
1) 
1) 
1) 
0) 

0) 
1) 
1) 
1) 
0) 

stability of single-degree-of-freedom torsional vibration is 
determined by the component of the moment which is out-of-
phase with the blade displacement. Thus if we take a to be a 
real quantity, the stability of the pure torsional blade motion 
is governed by the imaginary part of cM, i.e., if Im {cM ) is less 
than zero, the airstream tends to suppress the motion and this 
motion is stable according to linearized theory. 

The unsteady solutions reported here were determined using 
a sheared H-type mesh consisting of 152 circumferential (£ = 
constant) lines uniformly spaced from one axial chord 
upstream to one axial chord downstream of the blade row and 
37 evenly spaced axial lines. This extremely fine mesh spacing 
(2 percent of chord in the streamwise and circumferential 
directions) is necessary to resolve the high wave number 
(spatial frequency) unsteady phenomena resulting from high-
frequency blade motions at high subsonic Mach number. 
Predictions for unsteady pressure difference distributions, 
i.e., 

&P(x)=pls_(x)-p<s+(x), 0 < J C < 1 , (11) 

and for unsteady aerodynamic moments are presented in Figs. 
3-5 for blades undergoing unit-amplitude (a = 1,0) torsional 
vibrations at a reduced frequency co equal to 1.75. In equation 
(11) Ap is the complex amplitude of the unsteady pressure 
acting on the reference blade, the subscripts - and + refer to 
the lower (pressure) and upper (suction) surfaces of this blade, 
and x measures the distance along the chord from the blade 
leading edge. The pressure-difference distributions shown in 
Fig. 3 are for in-phase torsional vibrations while those in Fig. 
4 are for vibrations in which the motion of a given blade leads 
that of the adjacent blade below by 60 deg. The moment 
curves in Fig. 5 cover the entire interblade phase angle range, 
i.e., -180 < a < 180 deg. 

The unsteady aerodynamic response to the blade motion 

depends, to a a large extent, upon the far-field behavior of the 
acoustic waves generated by the blade motion. This behavior 
depends, in turn, on the mean inlet and exit flow conditions 
(i.e., Mach number and flow angle), the blade spacing, and 
the frequency and interblade phase angle of the blade motion. 
The latter can be classified as subresonant if all acoustic waves 
attenuate with increasing axial distance (I £ I — oo) from the 
blade row or as superresonant if at least one such wave persists 
in the upstream or downstream far-field and propagates away 
from the blade row. Resonances occur at the boundaries be
tween various regions. At resonance at least one wave persists 
far upstream or downstream and carries energy only in the cir
cumferential or 7j direction (Fig. 1). The classification of the 
various motions for the example configurations is summarized 
in Table 3. This information helps to explain the differences 
between the unsteady pressure-difference distributions at a = 
0 deg (Fig. 3) and a = 60 deg (Fig. 4) for configurations a, c, 
and d, as well as the different trends observed by the unsteady 
moment curves (Fig. 5) over different ranges of interblade 
phase angle. 

Several noteworthy features of the pressure difference 
distributions shown in Figs. 3 and 4 are the "waviness" of the 
curves, the abrupt changes in the pressure difference distribu
tions near the trailing edge for cascade {b) and near the 
leading and trailing edges for cascade (c), and the relatively 
large unsteady pressure differences which act on the more 
highly loaded, cambered blades of example (d). The waviness 
of the pressure difference distributions is due primarily to the 
high blade-vibration frequency (co = 1.75) considered. The 
abrupt changes in Re(Ap) near blade edges is due to inviscid 
stagnation phenomena which is partially, but not accurately, 
picked up by the steady solution. It is possible to eliminate the 
unrealistic inviscid stagnation phenomena at blade trailing 
edges by artificially extending the blade profile into a cusped 
trailing-edge section (see [4]). Such a procedure represents, at 
least approximately, an attempt to model the effects of fluid 
viscosity which tend to eliminate strong adverse mean pressure 
gradients immediately upstream of an airfoil trailing edge. 
Finally, the large-amplitude out-of-phase pressure differences 
acting on highly cambered blades and upstream of midchord 
tend to produce large clockwise or stabilizing out-of-phase 
moments, particularly at a = 60 deg. The specific reasons for 
this behavior are not clear, but the cambered blades are more 
heavily loaded and operate at a much lower exit Mach number 
than those of the other configurations. The moment curves 
depicted in Fig. 5 indicate that the torsional blade motions of 
each cascade are stable (i.e., Im (cM) < 0) for co = 1.75. 

NASA Lewis Flutter Cascade. The NASA Lewis flutter 
cascade consists of nine uncambered or symmetric biconvex 
airfoils which are driven simultaneously to provide a 1.2 deg 
amplitude pitching motion about midchord. The cascade has a 
stagger angle 6 of 53 deg and a gap/chord ratio G of 0.767 (see 
Fig. 1). The symmetric biconvex airfoils have a thick
ness/chord ratio of 0.0761 and a radius of curvature/chord 
ratio for both the upper (suction) and lower (pressure) sur
faces of 3.60. The experimental airfoils close in rounded 
leading and trailing edge sections with radius/chord ratio of 
0.000033. Tests were performed at an inlet Mach number of 
0.65 and an inlet flow angle of 53 deg in an attempt to simulate 
an unloaded and shock-free mean-flow condition. Tests were 
also performed at an inlet Mach number of 0.8 and an inlet 
flow angle of 60 deg in order to observe the surface-pressure 
response when an oscillating shock occurs near the leading 
edge of each airfoil. The unsteady experimental response data 
for torsional vibrations about midchord at interblade phase 
angles of - 90 deg and 90 deg and vibration frequencies of 200 
Hz and 500 Hz (i.e., reduced frequencies based on experimen
tal blade chord of co = 0.422 and 1.106 for M_„ = 0.65, and 
co = 0.366 and 0.916 for M_„ = 0.8) are given in [9]. Both 
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Fig. 6 Steady surface Mach number distributions for the NASA Lewis 
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Fig. 7 Unsteady surface-pressure coefficient for the NASA Lewis 
cascade; M . . ^ =0.8, (1_„ =60 deg, w = 0.916, a= - 9 0 deg 

cases have been studied in detail in [11], but only selected 
results for the latter case will be presented here. 

Analytical results for the NASA Lewis cascade are depicted, 
along with the measurements of [9], in Figs. 6-8. The blades 
used in the analytical study are extended versions of those used 
in the experiment. That is, sharp-edged biconvex blades hav
ing the same surface radius and the same thickness at mid-
chord as those used in the experiment were employed, but the 
upper and lower surfaces of the blades used in the analysis 
were extended to close in wedge-shaped leading and trailing 
edges. As a result the blades used in the analysis are 4 percent 
longer than those used in the experiment. This modification 
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o EXPERIMENT 

J I I l_ 
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\ 
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Fig. 8 Unsteady moment due to torsion about midchord for the NASA 
Lewis cascade; M _ „ = 0.8, U _ „ = 60 deg, u = 0.916 

was introduced to simplify analytical considerations at blade 
edges. All other experimental parameters have been retained 
in the analytical study. It is particularly important to note that 
the reduced frequency has been defined in terms of the ex
perimental blade chord rather than the analytic blade chord to 
keep the blade-vibration frequency the same in both the ex
periment and analysis. The steady full-potential analysis [7, 8] 
was used to determine the high inlet Mach number ( M ^ = 
0.8), high mean incidence (a = 60 deg) mean-flow solution 
shown in Fig. 6. In this case the analytical predictions in the 
vicinity of the blade leading edge are questionable because the 
steady and unsteady flow behavior in the vicinity of a sharp 
leading edge at incidence cannot be predicted adequately. In
deed, unless a relatively coarse computational grid is 
employed near the leading edge of a blade, the iterative solu
tion procedure for the steady full-potential equation will 
diverge. It is therefore not possible to predict the unsteady ef
fects associated with certain phenomena observed in the ex
periment [9], e.g., leading-edge lambda-type shocks and flow 
separations downstream of these shocks, using the current in-
viscid steady and unsteady codes. In view of these limitations 
the correlation between the predicted and measured surface 
Mach number distributions, shown in Fig. 6, is encouraging. 

The predicted and measured unsteady surface-pressure 
coefficients for torsional vibrations about midchord at a 
reduced frequency of 0.916 and phase angle of —90 deg are 
shown in Fig. 7. This figure illustrates the level of qualitative 
agreement between analysis and experiment found for most of 
the cases for which experimental data were available. Large 
differences do exist over the forward part of the blade suction 
surface where the leading edge flow and shock detail are not 
being correctly resolved by the steady mean-flow analysis. In 
addition, as might be expected, significant differences between 
the analytical and experimental unsteady pressure distribu
tions were found (see [11]) when the blade motion was close to 
a resonance condition. Figure 8 shows the real and imaginary 
components of the unsteady moment coefficient as a function 
of the interblade phase angle. Once again there is reasonable 
agreement with the experimental data. We note, however, that 
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the experimental moment coefficients were estimated from 
unsteady pressure-response data available at only six points on 
each blade surface (suction and pressure). Hence, the ex
perimental estimates for the unsteady moment coefficients 
may not be too reliable. 

Future Research Recommendations 

The foregoing results pertain to essentially subsonic mean 
flow. As part of the present study we also attempted to ex
amine the unsteady response of cascades (b) and (d) 
operating under transonic conditions; i.e., at a sufficiently 
high subsonic inlet Mach number such that a local supersonic 
region would occur along the suction surface of each blade. It 
was found that there is a strong need for further development 
of steady mean-flow analyses (both the present one and those 
currently available in the literature) if we plan to move toward 
the positive incidence flutter problem. In particular, there are 
two types of transonic flow common in fan-tip cascade 
geometries which are very difficult to resolve. The first type 
results when the inflow Mach number is raised at low in
cidence. Under such conditions the flow in the blade passage 
very quickly reaches the point at which a supersonic region 
spans the entire passage. While subsonic flow with a local 
supersonic region and supersonic flow with a local subsonic 
region are both commonly solved using standard full-potential 
analyses, when the local supersonic (or subsonic) region spans 
the complete passage, a solution is much more difficult to ob
tain. Under such conditions the mass flow is determined not 
only through the inflow/outflow boundary conditions but by 
the passage throat dimensions. When solving the full potential 
equation under these conditions, there is a conflict between 
the mathematical boundary conditions required to solve the 
full potential equation (i.e., Dirichlet, Neumann, or some 
combination of the two around the complete computational 
boundary) and the physical boundary conditions which actual
ly determine the flow (total conditions upstream and static 
pressure downstream). There have been some new approaches 
to this problem, see for example [12], but additional work is 
still necessary. 

The second type of transonic flow occurs when the blades 
are operating at high mean incidence. It is much more difficult 
to determine an inviscid steady solution under these flow con
ditions than for the low incidence case. Even if a numerical 
solution is possible the solution is questionable on physical 
grounds, since viscous phenomena will play an important role 
in the determination of these flows. Hopefully it will be possi
ble to provide a rational procedure for the calculation of the 
steady mean flow at high incidence using the methods of 
viscid/inviscid interaction theory, but this will require a long-
range research effort requiring some breakthroughs in 
theoretical formulation and numerical modeling. For near-
term design applications it may be possible to introduce a sim
ple separation model into the present analysis such as one 
developed by Chi [13] for use in classical linearized 
formulations. 

In addition to the steady flow analysis, there exist a number 
of fundamental questions about the unsteady analysis which 
must be addressed. The combination of high-frequency blade 
vibrations and high inflow Mach numbers places severe re
quirements on the density of the meshes needed to resolve the 
unsteady phenomena. These mesh requirements were studied 
to a limited degree with the fan-tip cascade cases, and these 
cases illustrate the mesh density necessary to resolve the 
unsteady phenomena. These meshes are much finer than those 
commonly used in previous studies. As higher and higher fre
quencies are considered, the mesh requirements will have to be 
addressed. 

In addition, the present unsteady analysis should be 
modified to remove the spurious behavior predicted at blade 

leading and trailing edges. For thin blades a detailed resolu
tion of the local inviscid behavior associated with flow stagna
tion is very difficult to achieve and, in fact, such a detailed 
resolution is not even appropriate at blade trailing edges since 
viscous effects eliminate the inviscid stagnation point. In the 
present study a deliberate attempt has been made to ignore 
such local behavior by restricting consideration to sharp-edged 
blades operating at low incidence and determining inviscid 
solutions only on cascade meshes. Although it appears that 
local inviscid behavior has been successfully eliminated from 
the prediction of mean or steady flow properties (see Fig. 2), 
such behavior is partially retained in the prediction of 
unsteady properties (see Figs. 3 and 4). The reason for this is 
that the relevant steady flow properties depend only on the 
first partial derivatives of the steady potential, while unsteady 
properties depend also on the second partial derivatives of this 
potential, and local inviscid stagnation phenomena have not 
been completely removed from the prediction of these second 
derivatives. Thus simple methods for smoothing the second 
derivatives of the steady potential near blade edges should be 
devised. 

Concluding Remarks 

Existing full-potential and linearized potential flow analyses 
have been applied to the prediction of the steady and unsteady 
flows through two-dimensional fan-tip cascades. This effort 
represents an ambitious application of existing numerical 
analyses and computer codes to highly staggered cascades of 
thin, closely spaced blades vibrating at high frequency. 
Numerical results have been reported for four configurations 
each having a stagger angle of 59.75 deg and a gap/chord ratio 
of 0.746. The first configuration, an unloaded flat-plate 
cascade, has been included to provide a basis for interpreting 
and comparing unsteady response predictions. The second (b) 
and third (c) configurations consisted of sharp-edged blades 
whose thickness and camber distributions are typical of those 
found in the fan rotor tip region. In case (b) the inlet flow 
angle was determined by prescribing a zero incidence condi
tion, while in case (c) the blades operated at small positive in
cidence. Finally, the fourth configuration (d), which con
sisted of highly cambered blades having the same thickness 
distributions as those in (b) and (c), was selected to illustrate 
partially the effects of mean blade loading on unsteady 
response. Comparison of these cases with the flat-plate 
cascade (a) clearly illustrates the importance of incidence and 
blade loading on the resulting unsteady response at high sub
sonic inlet Mach number and blade-vibration frequency. 

As a result of this study it is recommended that further 
research be conducted to improve the numerical resolution of 
steady transonic phenomena and high-frequency unsteady 
phenomena for fan-type cascades. In addition, the possibility 
of developing a rational approach for introducing viscous ef
fects into the theoretical prediction of unsteady response 
phenomena for cascades operating at high mean incidence 
should be investigated. 
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Computation of Inviscid 
Incompressible Flow Using the 
Primitive Variable Formulation 
The primitive variable formulation originally developed for the incompressible 
Navier-Stokes equations is applied for the solution of the incompressible Euler 
equations. The unsteady momentum equation is solved for the velocity field and the 
continuity equation is satisfied indirectly in a Poisson-type equation for the pressure 
(divergence of the momentum equation). Solutions for the pressure Poisson equa
tion with derivative boundary conditions exist only if a compatibility condition is 
satisfied (Green's theorem). This condition is not automatically satisfied on 
nonstaggered grids. A new method for the solution of the pressure equation with 
derivative boundary conditions on a nonstaggered grid [25] is used here for the 
calculation of the pressure. Three-dimensional solutions for the inviscid rotational 
flow in a 90 deg curved duct are obtained on a very fine mesh (17 X 17 x 29). The 
use of a fine grid mesh allows for the accurate prediction of the development of the 
secondary flow. The computed results are in good agreement with the experimental 
data of Joy [15]. 

Introduction 
Background. Secondary flow motion is defined as the mo

tion of a fluid in planes perpendicular to the primary flow 
direction and is associated with streamwise vorticity. A large 
streamwise vorticity can be generated by the deflection of in
itially sheared primary flow in a curved passage. Briley and 
McDonald [1] observed that streamwise vorticity on the order 
of 50 percent of the transverse vorticity is generated by a flow 
deflection of merely 15 deg. The authors observed streamwise 
vorticity on the order of 140 percent of the inlet transverse 
vorticity in a square duct after 60 deg of turning. 

There are four major effects that secondary flow has on tur-
bomachinery components. Secondary flow can: transfer low-
energy fluid to regions or surfaces of decelerating flow where 
boundary layer separation can occur; extract kinetic energy 
from the primary flow which is eventually lost through viscous 
dissipation; and affect the efficiency of the machine by in
fluencing successive blade row angles of attack [2]. Kreskov-
sky et al. [3] noted that secondary flow can remove the wall 
boundary layer fluid and replace it with mainstream flow thus 
affecting wall heat transfer. 

The generation of streamwise vorticity in turbomachinery 
and cascades occurs mostly due to the curvature effect on an 
initially sheared flow. In the early 1950s, fluid dynamicists 
began to derive analytical methods to predict the development 
of secondary flow. Squire and Winter [4] developed an equa-
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tion for the generation of streamwise vorticity in an inviscid 
fluid. Hawthorne [5] developed a more general expression for 
the secondary flow vorticity. Horlock and Lakshminarayana 
provide an extensive review of the secondary flow problem in 
[6]. By the early 1970s, fluid dynamicists turned their efforts 
to numerical predictions of the development of secondary 
flow. Inviscid flow solutions for the secondary flow problem 
require three-dimensional solutions of Euler equations. A 
brief description of these techniques is given in the following 
sections. 

Quasi-Three-Dimensional Methods. Quasi-three-dimen
sional solutions are synthesized from two-dimensional flow 
solutions on intersecting families of stream sheets of variable 
thicknesses. Wu [7] developed a general theory to obtain the 
three-dimensional solutions using the Sx (blade-to-blade) and 
S2 (meridional) relative stream surfaces. Katsanis [8, 9], 
Marsh [10], and Wilkinson [11] and many others developed 
computer programs to calculate solutions on the S{ and S2 
surfaces using Wu's method. Wang et al. [12] developed an 
Sj-S2 iterative scheme to solve for the three-dimensional rota
tional flow. This type of analysis may only be applicable for 
cases with mild vorticity in passages with relatively small cur
vature. For large secondary flow, the Sl and S2 stream sur
faces become highly twisted because of the developed stream-
wise vorticity. The surfaces may even be doubled back over 
themselves as Katsanis and McFarland pointed out in their 
discussion of [12]. An early attempt was made by Fagan [13] 
to adopt the 5! and S2 method to highly rotational flow by us
ing coordinates that rotate with the stream surfaces. This at
tempt was not successful. 

Few methods have been developed to solve the secondary 
flow problem on fixed non-stream surfaces. Stuart and 
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Hetherington [14] employed the streamline curvature method 
to obtain quasi-three-dimensional solutions on two sets of 
fixed surfaces in curved ducts. They compared their numerical 
results with Joy's [15] experimental data successfully. The 
same problem was computed using the streamlike function 
formulation of Abdallah and Hamed [16]. In this method, 
three-dimensional solutions are obtained on three sets of fixed 
non-stream surfaces. Hamed and Liu [17] used the same 
method to calculate the compressible secondary flow in an ac
celerating elbow with 90 deg of turning. 

There are a number of nonprimitive variable methods that 
are applicable for the inviscid secondary flow solutions such as 
the methods of Lacor and Hirsh [18] and Abdallah and Ham
ed [19]. 

The Artificial Compressibility Method. In the artificial 
compressibility method, first suggested by Chorin [20], a time 
derivative of the pressure divided by a large factor is added to 
the continuity equation. The addition of the time-derivative 
term to the continuity allows the use of standard compressible 
flow techniques for the incompressible equations. Choi and 
Merkle [21] investigated the stability and convergence 
characteristics of this system of equations using the implicit 
algorithm. Their study was done for both the compressible 
and incompressible flow equations. They recommended that 
the factor of the time derivative term in the continuity equa
tion be chosen near the free-stream velocity to speed con
vergence of the numerical solution. Rizzi and Eriksson [22] ex
amined the same system of equations in the incompressible 
form and arrived at similar conclusions. 

The Pressure Poisson Equation Method. The pressure 
Poisson equation method was first developed by Harlow and 
Welch in 1965 [23] for the solution of the incompressible 
Navier-Stokes equations. In their formulation, the unsteady 
momentum equation is solved for the velocity field by march
ing in time. The pressure is calculated from a Poisson-type 
equation derived from the divergence of the momentum equa
tion. The pressure equation replaces the continuity equation in 
the Navier-Stokes equations. Continuity is satisfied indirectly 
through the solution of the pressure equation at each grid 
point in the flow field. It is important to mention here that 
boundary conditions for the pressure which are obtained from 
the momentum equation are of the Neumann type. Solutions 
for the Poisson equation with Neumann boundary conditions 
require the satisfaction of a compatibility condition resulting 
from Green's theorem. Failure to satisfy this condition leads 

Nomenclature 

A,B, C 

D 
dS 
H 
L 

M 
N 
P 

R, 
Ro 

r 
u 
V 

Vi 
w 
z 
a 

e 
oe 

-

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

finite difference coefficients, equation 
(10) 
dilatation, equation (56) 
surface increment 
duct height 
number of grid points in z direction 
number of grid points in 6 direction 
number of grid points in r direction 
static pressure 
radius of duct inner wall, Fig. (1) 
radius of duct outer wall, Fig. (1) 
radial coordinate 
radial velocity component 
through-flow velocity component 
inlet through-flow velocity 
vertical velocity component 
vertical coordinate 
dummy variable, equation (14) 
through-flow coordinate 
duct turning angle 

to nonconvergent iterative solutions [24]. While the com
patibility condition is not automatically satisfied on regular 
(nonstaggered) finite-difference grids it is satisfied for stag
gered grids. Although solutions using this technique are ob
tained for two- and three-dimensional problems on staggered 
grids, use of staggered grids for three-dimensional problems is 
very complex. To the best of the author's knowledge, the 
pressure Poisson equation formulation has never been 
adopted using staggered or nonstaggered grids for inviscid 
flow calculations before. 

The Present Approach. In the present study, we adopted to 
the inviscid flow problem the primitive variable formulation 
[23] detailed in the above section. As in the viscous flow solu
tions, the unsteady momentum equations are solved for the 
velocity components by a time-marching procedure. Also, the 
continuity equation is satisfied indirectly in the pressure 
Poisson equation. Boundary conditions for the pressure are of 
the Neumann type. The only difference between the inviscid 
and viscous flow versions of the primitive variable formula
tion is in the boundary conditions for the pressure and the 
velocity. 

The major difficulty in this analysis, as pointed out before 
for the viscous flow analysis, is in the solution of the pressure 
Poisson equation on regular (nonstaggered) grids. A new 
technique developed by Abdallah [25] for the solution of the 
Poisson equation with Neumann conditions which satisfies the 
compatibility condition on nonstaggered grids is used in the 
present study. 

In this primitive variable formulation, the continuity equa
tion is satisfied indirectly through the solution of the pressure 
Poisson equation at each grid point. Since the pressure equa
tion is solved in the interior grid points, continuity is enforced 
only at the interior points. The continuity equation cannot be 
satisfied at the boundaries since the pressure equation is not 
solved there. In the present inviscid flow analysis, the momen
tum equations are solved at the solid boundaries to calculate 
the slip velocities. The Neumann boundary conditions for the 
pressure are modified in order to satisfy the continuity equa
tion at the boundaries. 

The primitive variable method has three major advantages 
over the classical nonprimitive solvers of the incompressible 
Euler equations: (1) The method is very efficient because the 
number of governing equations is four compared with six in 
other nonprimitive solvers [24]; (2) the boundary conditions in 
this method are simple (no-flux) compared with the complex 

a = right-hand side, equation (5) 
dr = control volume increment 
Ar = grid spacing in radial direction 
Ar = integration step size (time step) 
Az = grid spacing in vertical direction 
Ad = grid spacing in through-flow direction 

Subscripts 

e, w, n, s, u, d = control volume boundary points, Fig. 
(Iff) 

(/, j , k) = finite difference grid node points in (0, 
r, z) directions 

n = denotes a normal derivative 
t = denotes a time derivative 

r, z, 6 = denote a derivative in corresponding 
direction 

Superscripts 
n = denotes time level t 

n+\ = denotes time level t + At 
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Fig. 1 Duct geometry 

z 

' / ' ' / 
; / / 

Fig. 1(a) Finite-difference grid 

boundary conditions of the other nonprimitive solvers [24]; 
and (3) the method is applicable for two and three dimensions, 
and steady and unsteady problems without major 
modifications. 

Application of the method for the solution of secondary 
flow in a curved duct is presented. Numerical results are ob
tained and compared with the experimental data of Joy [15]. 

Mathematical Formulation 

The governing equations for incompressible inviscid flow 
are written in cylindrical polar coordinates r, 0, and z for the 
curved duct shown in Fig. 1. 

Continuity equation: 

1 1 
(ru)r + vg + wz = 0 

r r 

Momentum equations: 

v v2 

u, + uur-\ ue + wuz = — Pr 
r r 

v uv 1 
v, + uvr + ve + wvz+ — = p. 

r r r 

v Wj + W = —P, 

(1) 

(2) 

(3) 

(4) 

where u, v, and w are the velocity components in the r, 0, and z 
directions, respectively, P is the static pressure, and t is the 
time. The static pressure P in the above equations is calculated 
from a Poisson-type equation. 

Pressure Equation. The pressure equation is derived from 
the divergence of the momentum equation 

where 

and 

— {rPr)r + -TPm+Pzz = a 

- a= (ruur + vue + rwuz — v2)r 

1 / V UV\ 
( UV. + V„ + VIV7 + I 

r \ r r J 9 

[uwri we + wwz) +D, 

1 1 
D= (ru)r + v„ + wz 

r r 

(5) 

(5a) 

(5b) 

The unsteady term in equation (5a) is approximated by 

Dn+l-Dn 

D,=-
At 

(5c) 

where n and n + 1 refer to time levels t and t + At, respectively. 
The governing equations (1) to (5) for the variables u, v, w, 

and P are not independent. The continuity equation (1) is 
eliminated from the system of equations, and it is directly en
forced in the pressure equation (5) by setting D = 0. However, 
this leads to nonlinear instabilities in the momentum equa
tions. The term D" in equation (5c) is retained to eliminate 
these instabilities [23, 24]. 

Equations (2), (3), and (4) are solved for the velocity com
ponents u, v, and w, respectively. Equation (5) is then solved 
for the pressure P. 

Boundary Conditions. Boundary conditions for the 
momentum equations (2), (3), and (4) are obtained from the 
no-flux condition at the solid boundaries. With reference to 
Fig. 1, 

« = 0 aXr=R„ R0 (6a) 

w = 0 a t z = 0, H (6b) 

u = w = 0 and v=Vj at 6 = 0 (6c) 

ue = we = ve = 0 a t0 = 0e (6d) 

Boundary conditions at the exit station 6 = 6e are obtained 
from the assumption that far downstream, there is a uniform 
swirling flow pattern, repeated at all subsequent planes of 
cross section [13, 14, 16]. This is physically acceptable since 
the secondary velocity in inviscid flows is developed due to the 
curvature effect. Thus, the fluid leaving the exit station will 
continue to rotate with the same exit vorticity in a straight 
path. 

Boundary conditions for the pressure Poisson equation (5) 
are obtained from the steady form of the momentum equa
tions (2), (3), and (4). The time derivative terms in the bound
ary conditions are important if the unsteady case is 
considered. 

v " „ 
-Pr = uu.+—ug + wuz at r=/?,-, 

r r 

R„ 

-Pz = uwr + — we + wwz 

1 „ v 
— Pe=— Ve 
r r 

1 uv 
— P$ = uvr + wvT H 
r r 

a t z = 0, H 

at 6 = 0 

at 6 = 6, 

(la) 

(lb) 

(7c) 

(Id) 
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The above boundary conditions for the pressure are of the 
Neumann (derivative) type. Solutions for the Poisson equa
tion (5) with the Neumann boundary conditions (7) exist only 
if the following compatibility condition (Green's theorem) is 
satisfied: Pr 

\\\adr=\\pndS (8) 

where dr is the volume increment, dS is the surface increment, 
and n is the outward normal to the surface S. 

For the duct geometry shown in Fig. 1, equation (8) 
becomes 

f [ [ a rdr dd dz = j | p r rdd dz + \ \PZ rdr dd 

+ \\~Pedrdz (9) 

= (Pi.J+l,k-Pi,j.k)/Ar 

= {PiJj!-PiJ_lj!)/Ar 

= (Pi+U,k-Pi,j,k)/M 

= (Pu.k+i-pu.k)/^ 

= (P, - , M -P , - M _ 1 ) /Az 

(llff) 

am 

(lie) 

(lid) 

(lie) 

(H/) 

This condition is not automatically satisfied on nonstaggered 
finite difference grids. Failure to satisfy this condition leads to 
nonconvergent iterative solutions [24]. The compatibility con
dition is automatically satisfied on staggered grids because: (1) 
the calculation of the pressure at the center of the finite-
difference control volume and the velocity components at the 
center of the control volume surfaces preserves the conser
vative property of the compatibility condition, and (2) the 
Neumann boundary conditions are applied at one-half grid 
spacing away from the boundaries. As will be seen later in the 
analysis, the present method satisfies the above two conditions 
on nonstaggered grids. The method is outlined here for in-
viscid flow solutions and interested readers are referred to [25] 
for the viscous case. 

Consistent Finite-Difference Approximation for the 
Pressure Equation. The method reported in [25] consists of 
two steps when applied to inviscid flow analysis: 

1 Write the pressure Poisson equation in a divergence 
form, equation (5). 

2 Boundary conditions for the pressure should be 
evaluated at one-half grid spacing away from the boundaries 
for consistency with the divergence form of equation (5). 

The above procedure satisfies the compatibility condition 
equation (8) on nonstaggered grids. 

Finite-Difference Approximation for Equation (5). Refer
ring to Fig. 1(a), equation (5) is approximated at the grid point 
(i,j, k), which corresponds to (8, r, z) directions, by using cen
tral second-order accurate formulas as follows: 

>l,j,k\-(rPr + A)n-(rPr+A)s\+-^-[(Pe+B)e-(Pl) + B)w\ 

+ rlM[(Pz + C)U-(PZ + C)d] =if,M -JL. Dijk (10) 

where 

By substituting equation (11) in equation (10), one obtains 

p fo(rn+rs) 2Ar 2r%\ /r0rH\ 

+ pu-i*{-jf)+pi+uM(-Mr) 

Ar 
= -ra(An-As)-—(Be-Bw)-rl(Ctl-Cd) 

Ar +'°^r^.< (12) 

where r0 = rUik. 
The parameters A, B, and C at the locations e, w, n, s, u, 

and d are calculated as follows 

r„u„ 
Ar 

~(ui,j+\,k~ui,j,k) 

" 
+ 4 A a \ui+l,j+l,k + ui+l, j,k ~ui-\,j+\,k 

r„w„ 
~~ui-\,j,k) + . . (ui,j,k+\ + ui,j+\.k+l 

B,=-

*i,j,k-

4Ar 

I ~ui,j+l,k-i)~ vn 

'(vi, j+\,k + vi+ l,j+l,k~ vi, j-l,k 

(13fl) 

~vi+\,j-\Jc)~\—~rjj~(vi+l,jji~vi,j,k) 

( vi, j,k+l+vi+i, j,k+ 1 ~~ vi, j,k-1 

A = ruur + vue + rwuz — v2 

B = ruvr + vvg + rwvz + uv 

C=uwr-\ we + wwz 

(10«) 

(106) 

(10c) 

and Ar, Ad, and Az are the grid spacing in the r, 6, and z direc
tions, respectively. Equal grid increments in the r and z direc
tions are considered here. 

The flux components Pr,Pe, and Pz are approximated using 
central second-order accurate formulas at the location e, w, n, 
s, u, and d which correspond to (/ +1 /2 , j , k), ( / - 1 / 2 , /', k), 
(i,j+ 1/2, k), ( / , ; - 1/2, k), (i,j, k+ 1/2), and (i,j, k- 1/2), 
respectively, as follows 

AAz 

-Vi+l,j,k-l) + Ue»e 

Cu
 = " 7 T T ( wi, j+ l,k+1 + wl, j+l,k ~ wi, j - U + 1 

-Wi.j-l,k)+-j^j(Wi+l,j.k+i+Wi+l,j.k 

-wi-l,j.k+i-Wi-l,j,k)+-^-(wi,j,k+l 

am 

•wi,j,k) (13c) 

Expressions similar to the above parameters can be obtained 
for As, Bw, and Cd by using the same procedure. 

The parameters at n, s, e, w, u, and d in equations (12) and 
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(13) are calculated from their values at the grid locations by 
averaging for example 

ai,j+l,k+al,j,k 

«"= 2 (14a) 

ai+l,j,k + ai,j,k 

ai,j,k+\ + ai,j,k 

(146) 

(14c) 

where a is r, u, v, or w. 

Finite Difference Approximation for Boundary Conditions 
Equation (7). With reference to Fig. 1 (a), equation (7) is ap
proximated at one-half grid spacing away from the boundaries 
using second-order accurate central finite-difference 
formulas. 

lpi, 

(Pi,N-l,k P),N,k 

P,Xk)/Ar=-(A/r)ii3/2,k 

/Ar=G4//-),-,N_i/2,* 

( A , ; , 2 - p u , i ) ^ = - c . ; j , w 

lPi.j.L-i-Pi.jJ.)/te = Cljj.in 

(P2,j.k-Pij.k)/M=-Bv2j,k 

iPu- l.j.k- ' PM, j,k ) / A 0 - BM- 1/2, j,k 

(15a) 

(156) 

(15c) 

(15d) 

(15c) 

(15/) 
where M, N, and L are the number of grid points in 6, r, and z 
directions, respectively. 

The summation of the left- and right-hand members 
(L.H.M. and R.H.M., respectively) of equations (12) and (15) 
for all the grid points (/', j , k) can be interpreted as the 
divergence theorem in discrete form [26]. 

L.H.M. = 0 

R.H.M. = 0 
This proves that the compatibility condition equation (8) is ex
actly satisfied on nonstaggered grids. 

Results and Discussion 
Numerical solutions for the governing equations (2), (3), 

and (4) at the interior grid points are obtained for the velocity 
components using Lax's scheme [27]. These equations are also 
solved at the solid boundaries to calculate the slip velocities. 
The pressure Poisson equation (5) is solved at the interior 
points using the successive overrelaxation method. Since the 
continuity equation is enforced through the solution of the 
pressure equation, high residuals D result at the boundaries. 
The Neumann boundary conditions for the pressure are 

Fig. 3 Inlet velocity profile, experimental data of Joy [15] 

modified to enforce the continuity equation at the solid 
boundaries. 

Computations are carried out in a curved duct of square 
cross section (Fig. 1) to facilitate comparison with Joy's [15] 
experimental data. Joy measured flow properties in a 90 deg 
curved duct (constant mean radius of 38.1 cm) with a rec
tangular cross section (12.7 X 25.4 cm). The flow in the duct 
was shear flow of air at 15°C and a Reynolds number of ap
proximately 105. 

The flow was symmetrical about the horizontal center plane 
of the duct. To take advantage of the symmetry, computations 
in this study are carried out in only one half of the duct. 

A very fine grid mesh was used (17 x 17 grid nodes in 29 
cross-sectional planes) to accurately capture the details of 
secondary flow. Execution time was 17 min on an IBM 3033 to 
converge to an average tolerance of 10~8 at a grid point for 
the velocity components. The average error in the velocity 
component u, for example, is defined as 

E ^ £ (H"+1 -«"),,;,, U 
;=1 j=\ Ar=l 

divided by the total number of grid points (N x M x L = 
8381 grid points). The pressure equation does not need to be 
solved to full convergence at each time step if only the steady 
state solution is desired. In this analysis, 11 iterations for the 
pressure are allowed at each time step. The authors did not at
tempt to optimize any of the parameters that affect con
vergence such as the time-marching step size, the successive 
overrelaxation factor, and the number of iterations allowed 
for the pressure equation at each time step. A plot of the 
average error for each velocity component versus time step is 
shown in Fig. 2. This plot represents a typical behavior of the 
error in all cases computed using (9 x 9), (11 x 11), and (15 
x 15) grid nodes in 29 cross-sectional planes. 

Comparison With Experimental Data. The experimental 
data from the lower half of Joy's [15] duct are used for com
parison because the data are smoother there. Figure 3 shows 
the normalized inlet velocity gradient measured by Joy in the 
lower half of the duct (zero turning). Unfortunately, Joy's 
data are incomplete since he did not provide measurements of 
the tangential (in-plane) velocity components in the inlet sec
tion. Following Stuart and Hetherington [14] the in-plane inlet 
velocity field is taken as zero. The experimental inlet velocity 
data are also highly irregular and smoothing of the through-
flow velocity profile has been done by all researchers who 
studied this problem [13, 14, 16]. A linear variation in the inlet 
primary velocity (0.2 to 1.0) is used here to obtain the 
numerical solutions. 

Joy presented total pressure contours expressed in units of 
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Fig. 4(a) 

Fig. 4 Velocity contours at 0 
perimental data of Joy [15] 

Fig. 4(b) 

30 deg: (a) computed results; (b) ex-
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Fig. 5 Velocity contours at 6 = 60 deg: (a) computed results; (b) ex
perimental data of Joy [15] 

Fig. 6(a) 

Fig. 6 Velocity contours at 9 
perimental data of Joy [15] 

Fig. 6(b) 

90 deg: (a) computed results; (b) ex-
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Fig. 7 Velocity and vorticity profiles at 6 = 30 deg 
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Fig. 8 Velocity and vorticity profiles at 0 = 60 deg 
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Fig. 9 Velocity and vorticity profiles at 0 = 90 deg 

velocity with zero static pressure (V2?V) on cross-sectional 
planes located at 30, 60, and 90 deg of turning, respectively. 
The numerical prediction of the rotation of the contours is in 
good agreement with the experimental data except at 60 deg of 
turning. This discrepancy between the experimental data and 
the computed results is detected in all numerical solutions of 
this problem. Previous investigators [13, 14] have speculated 
about boundary layer separation near the duct centerline in 
the experimental measurements [15]. It is interesting to note 
that there is a strong similarity between the present results and 
the results of Abdallah and Hamed [16] using the streamlike 
function formulation. 

Streamwise Velocity and Vorticity Profiles. Figures 7, 8, 
and 9 show streamwise velocity and vorticity profiles along 
vertical lines in the duct cross-sectional planes. It can be seen 
from these figures that the developed streamwise vorticity is 
tending to make the through-flow velocity uniform along ver
tical planes. This behavior was also detected in the viscous 
flow calculations of [28]. The present results based on inviscid 
flow assumptions indicate that the streamwise vorticity is 

responsible for making the through-flow velocity almost 
uniform along vertical planes. 

Static Pressure Contours in Cross-Sectional Planes. Com
puted static pressure contours are presented at 0, 30, 60, and 
90 deg in Fig. 10. These contours show that the static pressure 
is not constant over the duct cross-sectional planes, not even at 
the inlet section. 

Joy [15] did not present static pressure measurements and so 
comparison with experimental data cannot be made. 
However, the contours at all locations exhibit the same trends 
that were predicted by Abdallah and Hamed [16] for the same 
duct using the streamlike function formulation. The second
ary flow has the most effect on static pressure contours near 
the inner wall of the duct where the low energy flow region is 
located (see Figs. 4-6). 

Streamwise Vorticity and Secondary Flow Rotation. Figures 
11, 12, and 13 present the three-dimensional streamwise vor
ticity contour plots with the corresponding secondary flow 
velocity vectors for 30, 60, and 90 deg of turning, respectively. 
The increase in streamwise vorticity to its maximum at about 
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Fig. 11 Vorticity and secondary flow at 0 = 30 deg 

60 deg and its subsequent decrease is clearly shown. The loca
tion of maximum vorticity is near the bottom wall and is seen 
to move toward the inner wall as the flow moves downstream. 
The center of secondary flow rotation is located near the 
center of the duct and moves upward and toward the outer 
wall as the flow moves downstream. The center of secondary 
flow rotation and the center of maximum vorticity are not 
coincident due to the effect of through-flow velocity on 
secondary flow development. 

Wall Total Pressure Contours. Figure 14 shows a three-
dimensional view of the duct with total pressure contours on 
the duct walls. One can see that the low-energy fluid at the 
bottom in the duct inlet moves to the inner wall and finally to 
the top corner at the duct exit. The low-energy fluid that 
moves to the duct inner wall can cause separation at the duct 
center plane as speculated by all researchers who studied this 
problem [13, 14]. 

Conclusions 

The primitive variable formulation, originally developed for 
the solution of Navier-Stokes equations, is adapted to the 
solution of the Euler equations on nonstaggered grids. The 
compatibility condition of the pressure Poisson equation is ex
actly satisfied on nonstaggered grids using a two step pro
cedure. First, write the pressure Poisson equation in a 
divergence form. Second, the boundary conditions for the 
pressure should be applied at one-half grid spacing away from 
the boundaries for consistency with the divergence form. 
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Fig. 13 Vorticity and secondary flow at 9 = 90 deg 

Fig. 14 Total pressure contours 

The primitive variable approach is applied to calculate the 
three-dimensional rotational flow in a curved duct. The com
puted results are in good agreement with the experimental data 
of [26]. 
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Performance of Axial Compressor 
With Nonuniform Exit Static 
Pressure 
An analytical model has been developed to predict the performance of axial 
compressors with an exit static pressure perturbation. The model uses a two-
dimensional compressible semi-actuator disk model. This method can be applied to 
the compressor with known circumferential variation in exit static pressure which is 
measured or predicted by an analytical method. The analytical results are found to 
be in good agreement with experiments carried out on two transonic fans. 

Introduction 
The performance of axial flow fans and compressors is 

affected by the circumferential variation in exit static pressure 
produced by the downstream thick struts or other com
ponents, if the distortion is not sufficiently attenuated. 
Because the rotors are subjected to an unsteady flow field, not 
only is the rotor performance degraded, but also both total 
pressure and total temperature distortions are formed by the 
circumferentially varied rotor work, and subsequently harm 
downstream components. The potential field due to down
stream struts also produces large cyclic stresses to the rotor [1] 
and interaction tone noise [2]. 

There have been only a few investigations which treated the 
interaction of axial compressors with downstream per
turbation. Mazzawy [3] developed the nonlinear flow model 
for the prediction of compressor performance in which the 
exit static pressure variation could be imposed as the 
downstream boundary condition. This model essentially 
depends on a complicated flow model, so that it may be 
difficult to gain some insight into the effect of a cir
cumferential variation in exit static pressure on the com
pressor performance. Therefore an analytic model should be 
needed. 

The semi-actuator disk model by small perturbation theory 
has been often applied as an analytic model to the analysis of 
the cascade with circumferential distortions [4, 5, 6]. This 
model has the advantage of treating the effect of wave 
transmission through rotor rows. But there appears to be no 
previous work which uses this model for performance 
predictions with downstream static pressure perturbations. 

In this paper, a two-dimensional compressible semi-
actuator disk model with exit static pressure perturbations is 
presented, and the validity of the theory is demonstrated by 
comparing the theoretical results with experimental data. 

Formulation 

The semi-actuator disk model assumes that the cir-

Contributed by the Gas Turbine Division and presented at the 1985 Beijing In
ternational Gas Turbine Symposium and Exposition, Beijing, People's Republic 
of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
May 13, 1985. Paper No. 85-IGT-43. 

cumferential wavelength of disturbances is much larger than 
the blade spacing. This makes it possible to treat the flow in 
the cascade as one-dimensional channel flow, since the 
variations of flow quantities in the direction normal to a 
chord are quite small. In the present model, for simplicity, the 
cascade is assumed to be composed of flat plate airfoils. 
Further, flow deviation at the cascade exit is neglected and the 
Kutta condition is assumed. Hence the flow turning occurs 
suddenly at the leading edge plane of the cascade. It should be 
emphasized that this flow turning is not required to be small. 
It is also assumed that the streamline contraction and the total 
pressure losses occur there. 

The coordinate systems for each flow field are shown in 
Fig. 1. 

The Flow Field Outside the Cascade. The governing 
equations for an ideal, inviscid, isentropic (but not 
homoentropic) compressible fluid with no body forces can be 
linearized if it is assumed that the perturbation quantities are 
small compared to the mean quantities. The resultant 
equations in a rotor fixed coordinate system are 

Continuity 
dp dp dp / du dv\ 
-£ + U^ + V^ +pA — + —)=0 
dt dx dy \dx dy / 0) 

Fig. 1 Coordinate system 
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Momentum 

du du du dp 
PoJt+PoUTx+PoVYy = ~Tx 

dv dv dv dp 
PoTt+PoUYx+PoVd-y=-dy 

(2) 

(3) 

Energy 

±(£--K£.) + u*(P-KlL) 
dt \p0 Po ' dx \p0 p0 / 

+ ̂ r(--«-)=° w 
dy V o Po ' 

The perturbations in pressure, density, and velocity are 
assumed to be of the wave forms 

f=F„exp(kx)exp(icot + iky) (5) 
where w=-kVs (6) 

and the sign of Vs is taken in the opposite direction of y. 
Substitution of the assumed solutions from equation (5) into 
(l)-(4) yields the following expressions. 

— = (C1exp(X1x) + C2exp(X2^))exp(/cij/ + /^j') 
Po 

(8) 

u k 

K M , ( ^ ) + / ( M , , - M , ) 

h. 
1 k 

C,exp(X,x) 

K Mx(Jj)+i(My-Ms) 
C2exp(X2x) 

+ / 1 l 1 
-— i?exp(X3x) >exp(/W+/i 
2™ (W -> 3 

iky) 

v 

«o " M ^ J + ^ - M , ) 
•C^exp^,*) 

K M x ( ^ ) + i ( M , - M , ) 

C2exp(X2x) 

1 A: 

2T« /X 

( * ) -

o] i?exp(X3x) ^expOW + z'A:̂ ) 

Po 

where 

and 

= (C, exp(Xj x) + C2exp(\2x) - Sexp(X4x)) 

x exp(iojt + iky) 

a0=« 

U 

Po 

V 
MX=—, My = — , 

«o «o 
M 5 = 

«o 

(9) 

(10) 

(11) 

In these equations, eigenvalues of perturbation quantities X 
are given by 

Nomenclature 

a0 = velocity of sound 
CUC2 = complex coefficient of the 

pressure perturbation 
outside cascade 

Cp = static pressure coefficient 
C = airfoil chord 

DX,D2 = complex coefficient of 
p e r t u r b a t i o n s wi thin 
cascade 

E = complex coefficient of 
en t ropy p e r t u r b a t i o n 
within cascade 

h = stream tube height (see Fig. 
2) 

k - parameter defined by 
equation (7) 

L = periodic length scale of 
cascade 

M = Mach number of mean 
flow 

Ms = Mach number of rotor 
rotation 

n = circumferential harmonic 
number 

PT = total pressure 
P0, P = mean and perturbation 

components of static 
pressure 

Pr = static pressure ratio across 
the leading edge plane 

R = complex coefficient of the 
vortex perturbation outside 
cascade 

r = coordinate in radial 
direction 

S = complex coefficient of the 
en t ropy p e r t u r b a t i o n 
outside cascade 
cascade spacing (see Fig. 2) 
total temperature 
time 
x, y components of mean 
velocity 
x, y components of velocity 
perturbation 
velocity of rotor rotation 
£ component of mean 
velocity 
£ component of velocity 
perturbation 
coo rd ina t e in axial 
direction 

y = coordinate in circumfer
ential direction 

s 
TT 

t 
U,V 

u, v 

Vs 

w 

X 

0 = angle of inlet air flow 
6 = stagger angle 
K = ratio of specific heats 
X = eigenvalues of perturbation 

quantities 
£ = coordinate in chordwise 

direction 
p 0 , p = mean and perturbation 

components of density 
co = d i s tu rbance c i rcular 

frequency 
cu = total pressure loss coef

ficient 

Subscripts and Superscripts 

0 = mean component of flow 
quantity 

c = flow quantity within 
cascade 

d = just downstream of trailing 
edge plane 

u = just upstream of leading 
edge plane 

x = A: component 
y = y component 
£ = £ component 
' = mean value plus per

turbation 
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hu • I id 

Pc = - lZ>1exp(Xs$)+J?2exp(A69-.Eexp(X70) 
K Po 

where 

x exp(/w?) 

X, = ik-
M. 

Xfi= -ik-

1 + M f 

1 - M , 

M, 

(20) 

(21) 

(22) 

(23) 

The pressure wave \ 5 travels in the flow direction. On the 
other hand, the pressure wave X6 is transmitted from 
downstream to upstream. The entropy wave X7 is convected 
downstream by the free stream in the form of the density 
perturbation. 

In the case of a stator, no wave exists in the chordwise 
direction. The perturbation quantities can be expressed as 

Fig. 2 Control volume •=D, 

X] = 
1-M? 

(iMx(My -Ms) ± Jl - Ml - (My -Ms)
2} (12) 

M . - M . 
X,=X4=-iA:- y 

M, 
(13) 

As seen from equations (8-13), there are four waves in the 
flow field. Two of them are pressure waves which are related 
to the irrotational field. One attenuates in the upsteam 
direction (Xj) and the other in the downstream direction (X2), 
if the subsonic compressor is assumed. It is easily found from 
equation (12) that a circumferentially higher harmonic 
perturbation attenuates rapidly. The vorticity wave (X3) and 
the entropy wave (X4) have the forms which are convected 
downstream by the free stream. Therefore the downstream 
distortions which affect the upstream compressor take the 
wave form of X,. 

The expressions for the perturbation quantities in a 
stationary coordinate system are deduced from those in a 
rotor fixed coordinate system by letting the rotor speed Vs go 
to zero. 

The Flow Field Inside the Cascade. Since the flow in the 
cascade is treated as one-dimensional channel flow, the 
linearized equations are given by 

Continuity 

dPc ̂ wdPc , 3 wc = 0 

Momentum 

Energy 

Bt a? PO an 

ot \p0 Po' 3£ \Po Po7 dt \p0 Po / d£ xPo 

Assuming the wave form in the cascade is 

. g=Gexp(X jj)exp(icor) 

we obtain the perturbation quantities as follows. 

^ = [Z>iexp(X5£)+.D2exp(X6£)]exp(/w0 
Po 

wc _ 1 

a0 K 
[ D, exp(X5 J) - D2 exp(X6 f)) exp(/wf) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

Po 

«0 KM 
-D,+-

Mt 
-D, 

PO K 

(24) 

(25) 

(26) 

Thus we have four unknowns (C1( C2, i?, S) in the flow 
field outside the cascade and three unknowns (Z>,, D2, E) in 
the cascade, since the mean quantities are known. 

Boundary Condition. Figure 2 shows the control volume of 
the mathematical model. The flow fields inside and outside 
(upstream and downstream) of the control volume have to be 
matched. Then the boundary conditions are 

• Conservation of mass for a control volume 
• Conservation of energy for a control volume 
• Change of total pressure loss at the leading edge plane 
• Smooth continuation of pressure, density, and two 

velocity components at the trailing edge plane 

In the present model, the variation of total pressure loss can 
be considered assuming that the total pressure loss coefficient 
is a function of cascade geometry, upstream Mach number, 
upstream flow angle, and static pressure ratio across the 
leading edge plane. The resultant equations for the per
turbation quantities are shown in the Appendix. 

Here we have seven boundary conditions for one cascade. 
If the compressor has AT blade rows, there are N+1 flow fields 
outside the cascades, then the number of unknowns becomes 
(7JV+4). On the other hand, the number of constraint 
equations for cascades is IN. So, in order to determine all 
perturbation quantities, we have to set four boundary con
ditions in the upstream and downstream flow fields of the 
compressor. One of them should be the downstream static 
pressure perturbation. Consequently the (IN+4) 
simultaneous equations are obtained. 

The analysis has been carried out for a circumferentially 
pure harmonic perturbation. But, because of the linearized 
nature of the solution, any arbitrary perturbation profile may 
be handled as the summation of its harmonic components. 

Comparison Between Theory and Experiment 

A comparison between theory and experiment has been 
performed for two single-stage transonic fans. Both of them 
are the rig test fans for high bypass ratio turbofan engines, 
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Fig. 5 Predicted and measured circumferential total pressure behind 
rotor in test fan 1 

and have the thick struts downstream which simulate the 
nacelle pylon or structural struts in the engines. 

The experiments have been performed with uniform inlet 
conditions. Also the rig structural struts were located far 
upstream of the test fans. Therefore, it could be assumed that, 
in the upstream field, there was no perturbation which af
fected the fan performance. Thus the upstream boundary 
conditions for both cases are 

PT-PT 

TT— T-n 

= 0 

= 0 

(27) 

(28) 

(29) C2=0 

The expressions for total pressure and total temperature 
perturbations are shown in the Appendix. 

Test Fan I. The experiment was performed at design rotor 
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Fig. 7 Predicted static pressure perturbation due to downstream 
struts in test fan 2 (incompressible solution) 

speed. As a result of the interaction between the rotor and 
downstream potential fields, the circumferential distribution 
of wall static pressure shown in Fig. 4 was measured behind 
the fan rotor (see Fig. 3). This wall static pressure distribution 
was used as the downstream boundary condition in the 
analysis of this case. It should be noted that the measured wall 
static pressure was considered to include two pressure waves, 
that is wave X, and X2. The total pressure distributions behind 
the fan rotor were compared between the theoretical results 
and experiment. The comparison was made at 80 percent 
rotor span from the hub. At this section, the mean relative 
Mach number at rotor inlet was 1.34 and the mean rotor total 
pressure ratio was 1.9. The results are shown in Fig. 5. In this 
figure, two predictions are compared, one with the total 
pressure loss variation included and the other neglected. The 
slopes of the total pressure loss coefficients were estimated 
from the rotor performance map and the assumed shock 
model. A better agreement was obtained, when the total 
pressure loss variation was considered. 

Test Fan 2. The fan performance was affected by the eight 
struts including two fat struts with different thicknesses 
shown in Fig. 6. In this case, the static pressure perturbation 
due to the downstream struts was obtained from a potential 
flow solution. First, the incompressible static pressure 
coefficient Cp. in front of the struts was calculated by the 
singularity superposition method, and the results are shown in 
Fig. 7. In this calculation, the mean flow quantities at the 
stator exit were used as the upstream condition. It should be 
noted that this implied the assumption that the potential flow 
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Fig. 9 Predicted and measured circumferential total pressure behind 
stator in test fan 2 (92 percent rotor span) 
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Fig. 10 Predicted and measured circumferential wall static pressure 
in front of stator 

field due to the struts was not affected by the upstream rotor 
and stator. Then the compressible static pressure coefficient 
CPcomP was obtained by the Prandtl-Glauert transformation 

Pjncomp 

"romp V l - M 2 

This static pressure perturbation was regarded as the pressure 
wave X, which attenuates in the upstream direction. The 
experiment was performed at 90 percent rotor speed, and the 
comparisons between theory and experiment were made at 
two radial sections, 60 percent and 92 percent rotor span from 
the hub. At these sections, the mean relative Mach numbers at 
rotor inlet were respectively 1.18 and 1.42, and the mean stage 
total pressure ratios were 1.60 and 1.63. The total pressure 
loss variations were neglected in the predictions. The total 
pressure perturbations at the stator exit are compared in Figs. 
8 and 9. Although the level of the downstream static pressure 
perturbation at 60 percent rotor span was essentially the same 
as at 92 rotor span, the predicted total pressure perturbation 
showed a smaller peak-to-peak variation in magnitude. The 
experimental results showed a similar difference in a total 
pressure perturbation level between the two radial sections. In 
Fig. 10, the wall static pressure distribution measured in front 

of the stator row is compared with the theoretical results at 92 
percent rotor span. It is considered that one of the reasons for 
the differences between experiment and theory is the viscous 
effect in the stator row. 

Conclusions 

An analysis has been developed to predict the performance 
of compressors with downstream static pressure per
turbations. The method is based on the use of a two-
dimensional compressible semi-actuator disk model. The 
analysis has been verified by experimental data taken in two 
transonic fans. The predictions of the theoretical model were 
found to be in good agreement with the experimental results. 
It is expected that the present model can be used to predict the 
unsteady aerodynamic forces on the rotors which have 
downstream static pressure perturbations. These predicted 
forces can be used in aeroelastic calculations and noise 
estimations. 
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A P P E N D I X 
The relations for perturbation quantities are 
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Predictive Surge Control and 
Optimization for a Centrifugal 
Compressor 
This paper details the installation of a retrofit supervisory control system on a large 
air compressor for the purpose of minimizing energy costs and protecting the com
pressor from surge. The paper discusses how an accurate prediction of the com
pressor's stable operating region can be calculated to develop a compressor perfor
mance "map" and how this map can then be used to cut energy consumption by the 
compressor driver. The compressor is protected from surging by a "predictive" con
trol method. Instead of waiting for the compressor to surge, and then reacting, the 
system calculates when surge is about to occur and takes action to avoid a surge 
event before it occurs. The installation of a control system of this type can result in a 
substantial dollar savings in energy costs, while guaranteeing that a compressor will 
be protected from any damage from a severe surge event. This system has been in
stalled in our plant and proven in practice. The paper details the installation of this 
system and its results. 

Introduction 

In the constantly changing environment of today's 
petrochemical industry, new processes are being started up, 
and the old ones they replace being shut down on an almost 
continuous basis. Because of these changes, and the high cost 
of new construction, many large turbines and compressors are 
pushed into service at load conditions far from their original 
design. In some cases, the machines may be undersized for 
their new roles, but in others, they may be grossly oversized. 
This paper documents an energy optimization project for a 
large centrifugal compressor built in 1966 that is now supply
ing air to a process that consumes less air than the surge flow 
of the compressor. 

The compressor in question is a single-shaft, six-stage air 
compressor with two stages of intercooling, driven by a 17,000 
hp gas turbine as shown in Fig. 1. The compressor was 
originally designed to compress 66,000 scfm of air at a 
discharge pressure of 100 psig and a rotating speed of 4760 
rpm. 

From 1966 to 1978, this compressor did exactly that with 
high reliability and low maintenance. In 1978, the process re
quirements changed to 30,000 scfm at only 90 psig. A quick 
look at the manufacturer's performance curves of this com
pressor as shown in Figs. 2-5 shows that 30,000 scfm is well 
below the stable operating region of the compressor at all 
temperatures, and that the lowest speeds at which the com
pressor could be run in its stable region were 4280 rpm at an 
inlet temperature of 40 °F and 4400 rpm at an inlet 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 31st International Gas Turbine 
Conference and Exhibit, Diisseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters January 30, 1986. Paper No. 
86-GT-147. 

temperature of 95 °F. The reader should note that the family 
of curves supplied by the manufacturer differ only in the first-
stage inlet temperature. The intercooler outlet temperatures 
are assumed constant, which may not reflect actual condi
tions. Figure 6 shows how the surge line is shifted at various 
ambient conditions. 

Fearing a surge event that could cause serious damage to the 
compressor, the operators conservatively ran the compressor 
at 4400 rpm on a cold day and as high at 4550 on a hot day. At 
times, the compressor was compressing as much as 60,000 
scfm of air, while the process was only using 30,000 scfm. The 
rest of the compressed air was simply being vented for the ex
clusive purpose of preventing the machine from surging. 

This vented air required a considerable amount of 
horsepower to compress, which meant higher fuel costs for the 
gas turbine. This project was undertaken to decrease the 
amount of air being vented to a minimum, reducing fuel costs 
without endangering the reliability of the compressor. 

Project Objectives 

The main objective of this project was to run the com
pressor at the slowest speed required to maintain a discharge 
pressure of 90 psig, and maintain an air flow through the com
pressor equal to 105 percent of the predicted surge volume at 
that pressure. Assuming that the starting point for this project 
is a compressor speed of 4550 rpm, a discharge pressure of 90 
psig and a discharge flow of 59,000 scfm, a review of com
pressor performance curves (for simplicity, all further 
references to the compressor performance curves will be at an 
inlet temperature of 95 °F) shows that the compressor uses 
12,600 hp to compress air at these conditions. The predicted 
surge point of the compressor at 90 psig is 39,000 scfm, and 
105 percent of that is 41,000 scfm. At this point in the perfor-
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Fig. 2 Manufacturer's compressor performance curves based on an in
let temperature of 40°F and intercooling to 105° F 
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Fig. 3 Manufacturer's compressor performance curves based on an in
let temperature of 60°F and intercooling to 105°F 

mance curves, the compressor speed is 4350 rpm and the 
power consumption is 9000 hp. To give the reader an idea as to 
the potential savings, a 3000 hp cutback can make a gas tur
bine with a fuel cost of about $4/million Btu and an efficiency 
of eighteen percent use about $1.4 million less in fuel over a 
year's time. 

Surge Prediction 

To operate a compressor as close as possible to its surge 
line, the surge line must be determined with extreme accuracy. 
Before describing how the surge line of this particular com

pressor was "mapped," a discussion on surge should be pur
sued, which is provided below. 

Surge is generally known as the lower limit of stable opera
tion for a compressor. Specifically, surge in a compressor oc
curs when a compressor wheel is unable to overcome the 
resistance of the system to air flowing through the com
pressor. Resistance to air flow is attributable to a combination 
of rotor and stator energy losses [1]. Rotor losses include in
ducer incidence angle losses, diffusion blading losses, skin 
friction losses due to shear forces in the boundary layers, 
clearance losses, and recirculating losses. 

Stator losses include skin friction losses in the diffuser and 
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Fig. 6 Shift of surge line with temperature 

wake mixing losses caused by the ' 'wake'' of an impeller blade 
as it moves into a radial vaneless space. All of these losses rob 
energy from the air flow. As the air flow decreases, portions 
of the compressor will stall, and if the stall is sufficient 
strength, the compressor will surge. 

For a given compressor speed and flow rate, the higher the 
fluid velocity through the machine, then the higher the rotor 
and stator energy losses. A simple analogy is an automobile 
moving at 70 mph and traveling 100 miles that loses con
siderably more energy through aerodynamic drag than an 
automobile covering the same distance at 40 mph. 

This fact applies to compressors, in that multistage com
pressors frequently have more than one stage with the same 
wheel design. Ideally, each successive stage of a compressor 
should have smaller passages so that as pressure increases 
across each stage, flow velocity is not reduced. Because com
pressors are not built to ideal design conditions in each stage, 
high-pressure stages of similar design to low-pressure stages 
suffer lower stator and rotor energy losses, and therefore, are 
generally more stable than the low-pressure stages. 

Intercooling also tends to move a higher pressure stage into 
a more stable operating region, but because the fluid flow 
must move out of the compressor case through a heat ex
changer and back into the compressor case, system design con
figuration could actually cause a high-pressure stage to be less 
stable than a lower-pressure stage of similar design. 

Compressor surge prediction, therefore, must be conducted 
in a stage-by-stage analysis to take into account wheel designs, 
intercooling, and piping configuration to determine exactly 
which stage of the compressor will surge at the highest flow 
rate. The stage that surges with the highest flow rate is the 
limiting factor on how close the entire compressor can be run 
to its surge line. 

The compressor documented in this paper is a six-stage 
machine with a flow-balanced first-stage impeller, intercool
ing after the first stage, an unshrouded second-stage impeller, 
a shrouded third-stage impeller, intercooling after the third 
stage, and shrouded fourth, fifth, and sixth-stage impellers of 
identical design to the third stage. Surge line prediction on a 
stage-by-stage basis on a machine such as this cannot be done 
by simply running the machine at varying discharge pressures 
and suction temperatures and decreasing speeds and thereby 
flow, until a surge event is recorded. This can only create a 
surge "map" of the machine as a whole, and is liable to inac
curacies because the onset of surge in a single stage of a com
pressor is rarely noticeable audibly, and only becomes so when 
its instability causes the rest of the machine to surge. 

A decision was made to conduct performance tests of the 
compressor. These tests would obtain data on the three sec-
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tions. These data can then be used to check the accuracy of the 
stage-by-stage surge line predictions which make up each sec
tion. Information required for an analysis program in the 
prediction of compressor performance includes physical 
dimensions of rotors and diffusers, dynamic pressure and case 
vibrational data, and flow and speed data. 

The analysis software, using a complex and unique 
algorithm of the Navier-Stokes equation [2], uses this infor
mation to compute the performance and surge point for the 
compressor using a detailed aerodynamic solution of each 
stage. 

A solution of inlet and exit velocity triangles is performed 
for calculation of Euler head and discharge pressure. Head 
losses in the impeller (rotor losses) are calculated and an im
peller efficiency is computed. The impeller efficiency is used in 
an iteration on the velocity triangles to calculate real condi
tions versus ideal conditions. Knowing the impeller discharge 

pressure, velocities through the diffuser are computed and 
head losses are then used to calculate a diffuser efficiency, 
overall stage efficiency, and stage exit pressure. 

Surge points are then calculated by generating a velocity 
profile for flow through the impeller and surge is said to occur 
when the velocities indicate separation of flow from the wall: a 
stall. The surge point is calculated in a dimensionless 
parameter, which can then be related back to any flow, 
pressure, speed, or temperature conditions. Detailed perfor
mance "maps" and surge line predictions can be generated 
and printed out for easy reference. The inaccuracy of the final 
solution is estimated to be less than 2 percent. 

Data on the subject compressor of this paper were collected 
by mounting dynamic pressure transducers on bleed taps of 
each stage, and by mounting accelerometers on the com
pressor case in both the horizontal and vertical planes as 
shown in Fig. 7. Data were recorded at two machine speeds, 
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4410 and 4520 rpm, using an eight-track AM/FM recorder, the machine. Diffuser and rotor dimensions were collected 
Compressor speed, air flow, and temperatures were recorded while the compressor was disassembled for annual 
manually from the control instrumentation in normal use on maintenance. 
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Test Results 

The results of the analysis program are plotted in Figs. 
8-13. All six flow/pressure/speed graphics are displayed over 
the same flow range. Examination shows the first stage to be 
the stage with the highest surge flow at 39,000 scfm at 4331 
rpm. The second stage is next, with a surge flow of roughly 
34,000 scfm. The fourth stage is the next closest to surge at 
4331 rpm with a surge flow of 31,000 scfm. The third, fifth, 
and sixth stages have a predicted surge flow so low that it can
not be plotted on the scale of 30,000 to 80,000 scfm. 

With the air path configuration of the compressor as it ex
isted, with an air vent at the discharge of the entire com
pressor, the air flow rate through the compressor at 105 per
cent of volumetric surge was 41,000 scfm at a discharge 
pressure of 90 psig which generally agreed with the manufac
turer supplied curves. Referring to Fig. 1, the reader may note 
that the three stages closest to the surge point of the com
pressor, the first, second, and fourth stages, are all in a posi
tion where their suction air comes from outside the com
pressor case. By dividing the compressor into sections, with 
the first section being the first stage, the second section being 
the two stages between the two intercoolers, and the third sec
tion being the last three stages of the compressor, a trend can 
be discovered whereby each successive compressor section has 
a lower surge flow. 

If the first section was limited to a minimum flow of 41,000 
scfm, why should the second and third sections be required to 
compress 41,000 scfm when their surge limits are below 34,000 
scfm, and the process requirement is only 30,000 scfm? 

Excess air compressed in each section of the compressor is 
horsepower wasted. If air could be vented off in a controlled 
manner between the sections of the compressor, each section 
of the compressor could be run independently at the lowest 
flowrate required to prevent it from surging. The original goal 
of this project was to reduce the flow of air through the entire 
compressor to 105 percent of the volumetric flow rate of the 
predicted surge point. By taking the effort to carefully study 
the compressor on a stage-by-stage basis, the opportunity was 
discovered to reduce flow through successive sections of the 
compressor for an additional 900 horsepower savings. 

The compressor air path was modified by adding a vent 
valve at the discharge of the first stage of the compressor 

before the air entered the first intercooler. The control valve 
and associated piping were sized for a maximum air flow of 
8000 scfm at a first-stage discharge pressure of 6 psig. The 
added valve is shown in Fig. 14 as CV 1. At flowrates near the 
surge points, a centrifugal compressor can deliver a fairly wide 
flow range without greatly affecting discharge pressure, so 
varying the flow of the first stage of this compressor would 
have very little effect on the operation of the latter stages. 

Control System Update 

The existing controls on the compressor were all field-
mounted, large case pneumatics. The compressor discharge 
vent valve was controlled by a system using a pressure con
troller with an override flow controller. The flow controller 
was always kept at a setpoint known to be well away from the 
surge flow at any ambient conditions. Operators were required 
to manually adjust the speed of the turbine to keep the flow 
controller from overriding the pressure controller and causing 
the discharge pressure to droop. The vent valve was a lO^in. 
Fisher V-ball with a stroking time of roughly 45 s to 1 min. 

The turbine speed control systems consisted of a mechanical 
governor linked mechanically to the starter steam turbine 
throttle valve and pneumatically to the gas turbine throttle 
valve. These controls were very susceptible to dirty or wet in
strument air, and the governor became unstable below 4400 
rpm. 

The existing compressor and turbine controls were not 
capable of accepting the implementation of a sophisticated 
surge control algorithm requiring extremely fine control 
movements and quick responses. Any new control system 
would have to be as reliable as the old systems because un
wanted shutdowns would cause expensive process upsets. 

With these thoughts in mind, separate digital control 
systems were installed for turbine speed control and com
pressor surge control. The turbine speed control system 
chosen was a Tri-Sen TS-500 dual processor controller. The 
dual processor gave complete control backup so that in case 
one of the controllers failed, the turbine would continue to run 
on the second controller. The TS-500 provided complete start
up sequencing for the gas turbine and was very easy to inter
face with an external surge controller using analog signals. 

The surge controller chosen was a Boyce Engineering 

Fig. 14 Transmitter and control valve locations: AP = absolute 
pressure transmitter; P = differential pressure (flow) transmitter, 
T = temperature transmitter (RTD); CV = control valve 
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SURGE + system, which was designed around a Texas Instru
ment PM-550 programmable logic controller. The PM-550 is 
capable of handling both ladder logic and relatively 
sophisticated math control functions. The ladder logic is 
capable of updating outputs at well over 50 times per second 
while the math portion operates at an independent rate. This is 
achieved by the PM-550 dual processor arrangement which 
allows one processor to do integer functions, while the other 
does floating point math. The pacing of programming calcula
tions and surge avoidance control responses could therefore be 
done in ladder logic, and an extremely quick response time 
was achieved. 

New electronic field transmitters were required in addition 
to replacing existing pneumatic discharge pressure and flow 
transmitters. A flowmeter was installed in the suction piping. 
Four absolute pressure transmitters were installed at the suc
tion of each compressor section and at the discharge of the 
third compressor section. Six RTD elements were installed in 
the piping as close as possible to the compressor cases at the 
inlets and outlets of all three compressor sections. The RTDs 
are of the direct insertion type, with no thermowells being 
used for quick temperature measurement response time. 
Figure 14 is a compressor layout drawing showing the location 
of these transmitters. 

The compressor is controlled by three control loops in the 
PM-550 analog controlware. Using the dimensionless surge 
point parameter developed by the software, and the flow, 
pressure, and temperature information, the surge controller 
calculates a percentage of surge flow for all six stages of the 
compressor. This number is the process variable for the surge 
control loops. 

The surge flow number for the first stage is used by the 
number one control loop to modulate the vent valve at the 
discharge of the first stage. The lowest surge flow number of 
all six stages is used as the setpoint of the number two control 
loop to modulate the vent valve at the compressor discharge. 
The degree to which the number one wheel is included in the 
selection process is dependent upon the remaining authority of 
the first-stage vent valve. 

A third loop is the discharge pressure control. The first and 
second control loops are actually flow controls, maintaining 
flow through the compressor by opening and closing the two 
air vents. The third loop controls pressure by varying the com
pressor speed. 

If process needs are below the surge point of the com
pressor, the control valves vent off just enough air to maintain 
an air flow of 105 percent of predicted surge volume. If pro
cess needs go above 105 percent of the predicted surge volume, 
the vent valves close fully, and the only control required is to 
maintain pressure with speed changes. 

Herein lies the sophistication of this control system. The 
surge point of the compressor shifts considerably with small 
changes in ambient pressure and temperature. As this occurs, 
the predicted surge volume calculated from the dimensionless 
surge number also changes, so as atmospheric conditions 
change, the surge controller always keeps the compressor 
operating at 105 percent of the predicted surge flow at that 
given time; hence the term "predictive surge control." 

With this control system, the compressor can be operated 
extremely close to its surge limit because the exact surge limits 
are known at any given time. Previous compressor surge con
trol systems available on the open market have used pressure 
versus flow curves, then applied a "safety factor" to draw a 
control line away from the predicted surge lines [2]. The safety 
factor can be inaccurate since it is not responsive to interstage 
changes. Because of these inaccuracies of the safety line, the 
closest these control systems have been able to run to the surge 
line and guarantee no surge events is around 113-115 percent 
of volumetric surge. 

The ladder logic portion of the controller is used to protect 

the compressor from surging when the analog control loops 
respond too slowly to cutbacks in process air consumption due 
to plant upsets. Two separate levels of events can cause the 
surge controller to take "surge avoidance" action. If the lad
der logic calculates an air flow equal to or less than 100 per
cent of the predicted surge flow for over one-tenth of a sec
ond, a surge avoidance is triggered. Also, if an actual surge 
event is detected, the ladder logic will initiate a surge 
avoidance reaction. 

An actual surge event is detected in three ways: (a) by de
tecting a sudden drop in discharge flow, (£>) by detect
ing a sudden increase in inlet pressure of any compressor sec
tion, or (c) by detecting a sudden increase in inlet temperature 
for any of the compressor sections. Any of these three in
cidences indicate that surge is already occurring and that surge 
avoidance must be taken immediately. Surge avoidance action 
itself is simply ramping the vent valves open to increase air 
flow and boosting compressor speed so as not to greatly affect 
the discharge pressure. If a surge event is recognized, the con
troller raises the predicted surge flow by one percent. This 
gives the controller the ability to learn and adapt as the 
machine ages. 

As stated earlier, the compressor discharge vent valve had a 
stroking time of over 45 s. To improve this slow response time, 
a volume booster was installed between the positioner and the 
diaphragm. The booster reduced the stroking time to 4 s, 
which for this particular installation was found to be faster 
than necessary. 

Before installing the surge controller on the compressor, a 
complete computerized model of the compressor was 
developed to test the control response. Using the speed output 
signals as an input to the compressor model, and by manually 
entering suction temperature and pressure conditions, the 
model calculated the flow, temperature, and pressure 
variables at each transmitter location (see Fig. 14). These 
variables were then converted to analog signals and input into 
the surge controller. The controller now had a "live" com
pressor to control. Although actual response times of the real 
compressor could not be simulated exactly, the simulator was 
an invaluable tool for developing surge avoidance response 
and for developing tuning parameters for the initial startup. 

Startup 

Startup sequencing for the entire turbine compressor train is 
performed by the electronic speed governor. The control func
tion includes flow and pressure controls for ease of operation 
when placing the compressor into process service, and because 
the surge controller is not a redundant controller. Once the 
compressor is in the run mode, the speed controller closes a 
contact input to the surge controller which gives the surge con
troller "permission" to take over control of the compressor. 
The surge controller monitors the turbine speed and the out
put signal to the discharge vent control valve so that transfer 
of control is "bumpless." 

When the surge controller start button is depressed, the 
surge controller closes a contact input to the speed controller. 
This causes the speed controller to begin accepting a speed set-
point from the surge controller and hands control of the 
discharge vent valve to the surge controller. The surge con
troller slowly ramps the vent valve closed until the flow 
through any one of the compressor stages reaches 105 percent 
of the predicted surge flow volume. 

The surge controller opens the first-stage vent valve when 
the machine reaches minimum speed. This action steps the 
first wheel back approximately 20 percent. Once the last five 
compressor stages are optimized by the discharge vent valve, 
the surge controller starts to close the first-stage vent valve. 
When flow through the first stage has been reduced to 105 per
cent of surge flow, the compressor has been reduced to its 

88/Vol . 108, JULY 1986 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.52. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



most efficient point, only venting air required to keep the 
compressor from surging. 

Startup of this control system took place in December 1984. 
Because considerable effort had been spent with the control 
system on the computer simulator, very few problems were en
countered. One unexpected problem uncovered during the 
testing of the surge avoidance logic was that a valve stroking 
time of 4 s was too fast. Upon taking a surge avoidance reac
tion, if the vent valves ramped open too quickly, the speed 
controller could not accelerate the turbine fast enough to keep 
the compressor discharge pressure from drooping. A pressure 
drop could cause process upsets downstream, so the valve 
stroking speed was' decreased to 16 s. The predictive surge 
avoidance reaction is so quick that the control valves are being 
opened before the compressor can begin surge, and slowing 
the valve stroking speed allows the turbine to maintain 
discharge pressure as the flow increases. By tuning the surge 
avoidance response to the entire system of piping, a response 
was developed which could handle a complete shutoff of pro
cess air flow in less than 15 s without allowing the discharge 
pressure to vary more than 1 psi. 

Purposefully lowering the turbine speed and making the 
compressor surge at various discharge pressures has proved 
the computer-generated performance curves to be so accurate 
that they have been accepted as actual compressor perfor
mance curves. 

Results 

The original goals of the project were to cut energy costs of 
running a centrifugal compressor that was supplying process 
air at a flow rate well below its stable operating region, and to 
protect it from any damage due to an unwanted surge event. 

The manufacture's performance curves indicated that a 
reduction of 3600 hp could be achieved by decreasing air flow 
through the entire compressor to 105 percent of the predicted 
surge flow. A detailed performance analysis of the compressor 
revealed the manufacture's curves to be optimistic, and that a 
savings of only 3200 hp could be achieved by reducing total 
flow to 105 percent of surge flow. However, the detailed 
analysis also revealed the opportunity to save an additional 
900 hp by venting 6000 scfm at the discharge of the first stage. 
Theoretically, the compressor energy consumption could be 
reduced by 4100 hp, or about $1.9 million in fuel costs in one 
year. 

During installation of the surge controller, the original 
process air flowmeter was found to be reading incorrectly 
because it was still calibrated for a discharge pressure of 100 
psig. Because the entire surge prediction was based upon this 
flowmeter, the actual energy savings available were substan
tially reduced. In practice, the surge controller was able to 
reduce the energy consumption of the compressor train by 
2300 hp by reducing the air flow to 105 percent of the total 
machine surge flow, but the full 900 hp savings were realized 
by installing the first-stage vent valve and venting 6000 scfm. 
Operating the compressor in this manner resulted in an actual 

energy savings of 3200 hp, resulting in an annual fuel savings 
of about $1.5 million. 

The surge protection of the controller is designed to handle 
a total loss of process air consumption in 15 s. On two occa
sions in February 1985, power failures caused the process air 
consumption to drop from 30,000 scfm to nothing in less than 
5 s. The compressor stayed on-line without surging and a 
pressure swing of less than 2 psi was recorded. Losses of in
dividual downstream processes usually result in an 8000 scfm 
reduction in process air consumption, and the surge controller 
is able to protect the compressor from surging. On these occa
sions, the pressure bobbles less than 1/2 psi, so the remaining 
processes on-line are never affected by the process upsets. 

Conclusions 

Centrifugal compressors operating at load conditions well 
below their design points are required to vent or recycle con
siderable amounts of compressed gas to prevent them from 
surging. Large fuel savings can be realized by operating these 
compressors as close as possible to their predicted surge limit. 

To determine whether a compressor is being run at the 
lowest possible speed and flow without endangering its health 
due to surging, a detailed performance map of the compressor 
should be generated. A set of performance maps should be 
organized on a stage-by-stage basis to take into account the 
different inlet conditions of each stage due to intercooling, site 
piping configurations, and rotor design limitations. 

When detailed performance maps have been generated a 
predictive surge control system can be implemented to control 
the compressor at flow rates extremely close to its surge limit. 
A predictive surge controller is able to calculate the "live surge 
limit" for each wheel of the compressor for all possible limit, 
interstage, and outlet conditions so that the control setpoint 
never enters the compressor's unstable operating region. This 
precise calculation also allows for much quicker response to 
load swings so that no surge cycle is experienced, even when 
the compressor is rapidly and completely unloaded. 

The complexity of a predictive surge controller's calcula
tions also creates the opportunity for large energy savings with 
the selective use of interstage venting or recycling. Unloading 
latter compressor stages that do not require the flow rates of 
previous stages for surge protection saves energy because a 
portion of the compressor's inlet air flow is not compressed to 
the full discharge pressure. 
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Heat-Flux Measurements for the 
Rotor of a Full-Stage Turbine: 
Part I—Time-Averaged Results 
This paper describes time-averaged heat-flux distributions obtained for the blade of 
a Garrett TFE 731-2 hp full-stage rotating turbine. Blade measurements were ob
tained both with and without injection. The injected gas was supplied from a 
separate reservoir and was directed into the turbine gas path via nozzle guide vane 
(NGV) pressure surface slots located at approximately 63 percent of the wetted 
distance. Blade heat-flux measurements were performed for two different injection 
gas temperatures, Tc/T0 = 0.53 and Tc/T0 = 0.82. A shock tube is used as a short-
duration source of heated air to which the turbine is subjected and thin-film gages 
are used to obtain the heat-flux measurements. Results are presented along the blade 
in the flow direction at 10, 50, and 90 percent span for both the pressure and suction 
surfaces. A sufficient number of measurements were obtained to also present span-
wise distributions. At approximately the 50percent span location, two contoured in
serts containing closely spaced gages were installed in the blade so that the leading-
edge region distribution could be resolved in detail. The blade results are compared 
with predictions obtained using a flat-plate technique and with predictions obtained 
using a version of STAN 5. The results suggest that: (1) The suction surface laminar 
flat-plate prediction is in reasonable agreement with the data from the stagnation 
point up to approximately 10 percent of the wetted distance. Beyond 10 percent, the 
laminar prediction falls far below the data and the turbulent flat-plate prediction 
falls above the data by about 60 percent. The laminar portion of the STAN 5 predic
tion as configured for the present calculation does not provide good comparison 
with the data. However, the turbulent flat-plate boundary-layer portion of STAN 5 
does provide reasonably good comparison with the data. On the pressure surface, 
the turbulent flat-plate prediction is in good agreement with the data, but the 
laminar flat-plate and the STAN 5 predictions fall far low. (2) The influence of 
upstream NGV injection is to significantly increase the local blade heat flux in the 
immediate vicinity of the leading edge; i.e., up to 20percent wetted distance on the 
suction surface and up to 10 percent on the pressure surface. (3) The effect on local 
heat flux of increasing the coolant-gas temperature was generally less than 10 
percent. 

Introduction 
The interaction between the rotor blade and the flow exiting 

the vane row is an important consideration to the designers of 
gas turbine engines. Since most modern gas turbines have vane 
cooling, it is also important to investigate the influence of 
cooling-gas injection on the local blade heat-flux values. In 
general, it is difficult to obtain detailed blade measurements 
under conditions that duplicate the turbine stage flow func
tion, pressure ratio, temperature ratio, Mach number distribu
tion, and corrected speed. With the added complication of 
coolant-gas injection, one will find very few applicable blade 
data in the open literature. The experimental technique used to 
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86-GT-77. 

obtain the results reported here uses a shock tube to generate a 
short-duration source of heated air and fast-response, thin-
film thermometers to measure the surface-temperature 
histories at prescribed locations on the blade surface. Heat-
flux rates are then inferred from the temperature histories, us
ing standard data reduction procedures. 

Previous results of this measurement program were 
reported as they became available [1-9]. Reference [6] 
reported blade heat-flux data for the Garrett TFE 731-2 hp 
rotor, but since that work was published the blades were re-
instrumented and the surface coverage for the measurements 
reported in the current paper is significantly more complete. 
Some of the same instrumentation locations were utilized and 
the earlier results are consistent with those reported here. 
Reference [7] reported the results of a measurement program 
for which cooling gas was injected through the NGV slots, but 
the emphasis of the measurements reported in [7] was on the 
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influence of cooling gas on the vane heat-flux distribution.
Thus rotor data were not reported in [7]. The instrumented
vanes described in [7] were installed for the current program
and the data from these gages were recorded but will not be
described here. The discussion presented in this paper will be
confined to the steady-state heat-flux distributions on the
blade, both without and with upstream NGV cooling gas in
jection. A detailed description of the analysis technique and
typical time-resolved heat-flux data obtained for this turbine
rotor under the same experimental conditions reported here is
given in Part II of this paper.

Experimental Apparatus

A schematic of the experimental apparatus, the operation of
this device, and the technique used to obtain the desired ex
perimental conditions are described in [6] and will not be
repeated here. It suffices to note that the measurements are
performed using.a full-stage rotating turbine operating in a
flow environment described in the next paragraph.

The shock-tunnel facility provides a clean, uniform, and
well-known gas-dynamic condition at the inlet to the NGV.
The experimental technique will duplicate the design flow
function CW{O/o), the ratio of wall temperature to total
temperature (Tw/To), the design rotor speed, the design
tip/shroud clearance, the design stator-rotor spacing, the ratio
of coolant to total temperature (TJTo), and the incoming tur
bulence intensity. The intent of the experiment is to have the
flow conditions sufficiently well known and enough
parameters duplicated so that the measured heat-flux distribu
tions can be used to validate and improve confidence in the ac
curacy of full-stage design data and predictive techniques
under development. Several different types of measurements
must be obtained in order to provide this information. The
primary measurement is heat-flux which is obtained using
platinum thin-film gages. The substrate onto which these
gages are painted can be made in many sizes and shapes,
depending upon the particular portion of the turbine stage for
which one is interested in obtaining data; Le., the button gage,
the leading-edge gage, contoured strip gages, or stagnation
point gages. Static pressure, rotor speed, and tip clearance are
other parameters that are both routinely measured and
duplicated in these experiments.

The air coolant gas was supplied from an independent reser
voir and was injected through the NGV pressure surface slots
at a temperature of either 530 R or 820 R at a weight-flow rate
equal to approximately 2 percent of the turbine flow rate. A
photograph of the vane slot configuration is shown in Fig. 12
of [7]. The coolant gas was supplied to the 360 deg annular
NGV row via a manifold that surrounded the vane coolant
supply holes. The procedure was to open a fast-acting valve
located between the reservoir and the manifold just prior (on
the order of 50-100 ms) to the arrival of the model test-gas
flow in order to establish the coolant-gas weight flow, We'
The magnitude of We was maintained by the flow control

____ Nomenclature

Fig. 1 Photograph of contoured leading·edge Inserts for rotor blade

orifice (all flow control orifices used here were standard
ASME design) located between the valve and the vane coolant
inlet holes. Care is taken to maintain the reservoir pressure at
a sufficiently high value so that when the test flow is estab
lished in the model, and thus the pressure level existing at the
slot is transmitted to the feed system plenum, the pressure
ratio across the orifice is sufficient to maintain a choked
orifice. The weight flow of coolant gas can then be estimated
from the geometry and the coolant reservoir conditions. The
pressure history downstream of the orifice is measured in the
manifold feeding the vane inlet holes and a typical pressure
history is given in [7]. A rubber gasket is used to provide a
gas-metal interface seal between the manifold and the vanes.

In the case of the elevated Te , the reservoir containing the
coolant air was heated to 870 R over a period of several hours
at a pressure of 250 psig. However, the flow channel through
which the heated injection gas flows was at 530 R and it should
be anticipated that the injected gas temperature at the slot will
be lower than the 870 R reservoir value. The temperature

A
Flow
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h
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Hw(T)
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N eorr
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Pr
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NGV inlet area
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heat transfer coefficient
total enthalpy
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Fig. 2 Photograph of bullon·type gages on blade suction surface

Fig. 3 Photograph of bullon·type gages on blade pressure surface

decrease as a result of heat loss in flowing from the reservoir
to the slot was calculated to be 50 R giving an estimated injec
tion gas temperature at the slot of 820 R.

A photograph of a typical button-type heat-flux gage used
in this work was taken through a Leitz microscope and is
shown in [6]. The thin-film gages are made of platinum (- 50
to 100 A thick) and are painted on a pyrex substrate

92 {Vol. 108, JULY 1986

Fig.4 Photograph of instrumented blades installed in rotor disc

9.7 X 1O-4m (0.04 in.) in diameter in the form of a strip ap
proximately 1.0 x 1O-4 m (0.004 in.) wide by about
5.1 x 1O-4m (0.02 in.) long. In building these gages, the intent
is to obtain a gage with a room temperature resistance on the
order of 50 to lOOn. The thickness of the pyrex substrate
depends upon the gage location. Those gages located in the
NOV trailing edge and near the rotor blade trailing edge are
approximately 3.8 x 1O-4m (0.015 in.) thick, but gages at
other locations are 7.1 x 1O-4m (0.03 in.) thick. The response
time of these heat transfer elements can be shown to be on the
order of 10- 8 s. A coating of magnesium fluoride (-1200 A
thick) is vapor deposited over the gage to protect the platinum
element against abrasion.

Both the button-type gages and the contoured leading-edge
inserts were installed on the rotor blades and used to perform
the measurements reported in this paper. Figure 1 is a
photograph of two contoured leading-edge inserts used on the
rotor blade. The upper insert has one gage at the geometric
stagnation point and three gages spaced at intervals of approx
imately 0.001 m (0.040 in.) on the pressure surface while the
lower insert has one gage at the geometric stagnation point
and three gages at approximately O.OOl-m (0.040-in.) intervals
on the suction surface. Figure 2 is a photograph of the suction
surface button-type gage instrumentation illustrating detailed
gage density at the 10, 50, and 90 percent span locations, with
an additional two gages at the 81 percent and a single gage at
the 65 percent span locations. Except for the leading-edge
region, the small button-type gages were used on the blade
because of the interest in very local measurements that can be
used in time-resolving events taking place during wake and
passage cutting. Figure 3 is a photograph of the blade
pressure-surface instrumentation illustrating the measurement
pattern at approximately 10, 50, and 90 percent of span, with
an additional two gages at the 81 percent span location. One
additional blade was instrumented on the suction surface at
the 50 percent span location and was separated from the
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Fig. 5 Schematic of on-line data recording system for short-duration 
facility 

blades described above by two blades. Figure 4 is a 
photograph of the instrumented blades installed in the rotor 
disc in the configuration for which they were run. The gage 
lead wires are routed down the opposite side of the disc into a 
hollow shaft and then to the slip-ring unit. 

A schematic of the on-line data recording system used to ob
tain the data reported in Part I and Part II of this paper is 
given in Fig. 5. A detailed description of this system is given in 
[8] and will not be repeated here. It suffices to comment that 
the data described in Part I relied on the digital data acquisi
tion system and the data reported in Part II relied on the entire 
right-hand portion of the schematic diagram as described in 
[8]. 

Experimental Conditions 

Table 1 gives the experimental conditions and measured 
parameters for the results presented in this paper. These con
ditions are very close to those obtained for the results 
presented in [6, 7]. Therefore, the flat-plate and STAN 5 
predictions previously published in [6] are reproduced here to 
compare with the experimental results. 

Experimental Results 

The Stanton number used here for the blades is based on 
conditions at the NGV inlet and was evaluated using the 
relationship 

^t:n|p» -
q(t) 

(W/A)(H0-HW(T)) 
(1) 

It is illustrated in [11] that the Stanton number defined in 
equation (1) is equivalent to the cold-wall Stanton number. 
Thus, the cold-wall heat flux q{ Tw) can be calculated from the 
results presented herein by multiplying the Stanton number by 
{W/A) (H0 - H w ( T J ) . The mean and the standard deviation 
of the Stanton number have been computed for each heat-flux 
gage using the expression: 

St„ 4?>>< 
Of LjLstandard 

deviation 
= [ ^ E ( S t / - S t n . e a n ) 2 ] ' 

(2) 

(3) 

On all of the data plots presented here, the symbol will repre
sent the mean value of the Stanton number given by 
equation (2) and the bar will represent the standard deviation 
given by equation (3). If the bar does not appear along with 

Table 1 
Reflected-shock 
pressure 

Reflected-shock 
temperature 

NGV inlet total 
temperature 

Static pressure at 
NGV inlet 

Static pressure 
downstream of 
rotor 

Area on which 
Stanton number 
is based 

Weight flow 
without coolant 

Weight flow 
with coolant 

Corrected rotor 
speed 

Turbulence 
intensity up
stream of NGV 

Reflected-shock 
enthalpy 

Wall enthalpy at 
530 R 

TwTn 

Test conditions and parameters 
7.43xl03kPa (1078 psia) 

559.4 K 

559.4 K 

6.79xl02kPa 

3.56xl02kPa 

3.17xl0-2m2 

9.31 kg/s 

9.45 kg/s 

100 percent 

~5.5 percent 

5.6xl05J/kgm 

2.96xl05J/kgm 

0.53 

(1007 R) 

(1007 R) 

(98.5 psia) 

(51.7 psia) 

(0.34 ft2) 

(20.5 lb/s) 

(20.8 lb/s) 

(240.98 Btu/lb) 

(127.30 Btu/lb) 

the symbol, then the standard deviation falls within the sym
bol unless otherwise noted. 

Blade Results Without Injection 

Figure 6 is a sketch of the turbine stage giving the measured 
wall static pressures upstream of the NGV and downstream of 
the rotor for the experiments described herein. In addition, the 
static pressure at the slot location (63% wetted distance) was 
measured using a pressure gage located in the coolant supply 
plenum. This pressure was approximately the same, with or 
without injection. The pressure downstream of the rotor was 
measured at the hub and at the tip walls and then further down 
in the exit channel. Unless otherwise noted, the rotor was 
operated at approximately 100 percent corrected speed. The 
weight flow with injection was calculated using the measured 
pressure in the same manner as the weight flow without injec
tion and was found to be approximately 2 percent greater. The 
coolant supply calculation which is believed to be reasonably 
accurate for this purpose gave a value of 2.3 percent for the 
Tc = 530 R case and 1.8 percent for the Tc = 820 R case. 

Typical pressure records for the reflected-shock reservoir 
and for a location on the model hub surface at 0.016 m 
upstream of the NGV inlet are shown in Fig. 7. The time of 
shock reflection from the endwall is noted on Fig. 7(a) and the 
magnitude of the uniform pressure pulse is on the order of 
7.6 xlO3 kPa (1100 psia). The time required to establish 
uniform flow in the turbine model is illustrated on Fig. 1(b) as 
is the duration of the test period. The test-time duration is suf
ficient to collect blade data over approximately six revolutions 
of the rotor. 

Figure 8 presents the Stanton number distribution as a func
tion of wetted surface distance at three spanwise locations, 10 
percent (near the hub), 50 percent, and 90 percent (near the 
tip). The extent of the leading-edge inserts is noted on Fig. 8. 
The heat-flux gages on these inserts are closely spaced, being 
on the order of 4 percent of wetted distance apart. A measure
ment at the geometric stagnation point was obtained for each 
of the two inserts. The inserts are located within approximate
ly ± 4 percent of the 50 percent span location, but sufficiently 
close to be considered representative of the 50 percent line for 
this particular turbine. 

The geometric stagnation-point values are shown on Fig. 8 
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Fig. 6 Sketch of stage and associated flow field parameters 

-SHOCK REFLECTS FROM ENDWALL OF SHOCK TUBE - • • 

Fig. 7(a) Reflected-shock pressure measurement 

FLOW 
.ESTABLISHMENT. 

* * ~ TIME 

Fig. 7(b) Static pressure on model at -0.102 m upstream of NGV 

Fig. 7 Typical shock tube reflected-shock pressure measurement and 
corresponding static pressure on turbine model upstream of NGV 

to be in excellent agreement with each other. Also shown are 
the previously mentioned flat-plate and STAN 5 predictions 
for the 50 percent span location from [6]. In this calculation, 
the local properties and the Stanton number were evaluated at 
the proper relative temperature. Calculations were also per
formed for 10 and 90 percent span, but they give Stanton 
numbers within 10 percent of the midspan result and thus will 
not be presented. The STAN 5 calculation shown here used a 
transition Reynolds number of Ree = 200 and a complete 
description of this calculation is given in [6]. The measured 
suction side Stanton number drops rapidly over the first 10 
percent of wetted distance and appears to approximate the 
laminar flat-plate and STAN 5 predictions. However, at about 
10 percent of wetted distance, the trend of the data is to flat
ten, followed by a relatively small increase and then a further 
decay with increasing distance. Attention should be called to 
two data points appearing at about 23 percent wetted distance 
which are nearly identical. The gages are located on blades 
separated by several passages and illustrate the uniformity of 
the flow through the rotor from passage to passage. The tur
bulent flat-plate calculation overpredicts the data by about 60 
percent over the entire suction surface while the STAN 5 
prediction is very low for the initial 40 percent of wetted 
distance but then comes into reasonable agreement once tran
sition occurs and the assumed boundary layer becomes tur
bulent. Further, the suction surface results illustrate that 
beyond 50 percent wetted distance, the Stanton number is 

significantly greater (approximately 40 percent) at the 90 per
cent span location (solid symbol) than the corresponding 
values at either 10 or 50 percent. This is also consistent with 
previous measurements [6] and is felt to be the result of tip 
leakage flow interacting with flow over the suction surface. As 
noted above, the flat-plate predictions at the 90 percent span 
location were on the order of 10 percent greater than the 
midspan values and cannot explain the observed 40 percent 
value. The values at 10 and 50 percent are in reasonably good 
agreement with each other and this is in quantitative agree
ment with the flat-plate prediction. Detailed time-resolved 
shroud pressure histories are available as are the shroud and 
tip heat-flux values. These data are currently being used to 
estimate the tip region flow and may soon offer a confirma
tion of the influence of tip leakage at the 90 percent span 
location. 

The pressure surface data shown on Fig. 8 illustrate that the 
Stanton number falls extremely rapidly over the initial 5 per
cent of wetted distance to a relatively uniform level. The tur
bulent flat-plate and the STAN 5 predictions taken from [6] 
are included on this plot. Both the laminar flat-plate and the 
STAN 5 predictions fall far below the data. The turbulent flat-
plate prediction provides a reasonable approximation to the 
data over most of the pressure surface. Only in the vicinity of 
40 percent wetted distance is there a significant difference 
among the spanwise results, illustrating a 30 percent difference 
between 10 and 90 percent with the 50 percent value falling in 
between and also illustrating at the 50 percent spanwise, 45 
percent wetted distance a relatively large standard deviation. 
Our experience with these rotating turbine measurements sug
gests that a large standard deviation usually indicates a local 
sensitivity to incidence angle, blade geometry, boundary-layer 
state, etc. The data presented in Fig. 8 represent a compilation 
of many separate runs obtained at approximately the same 
rotor speed. It is difficult to reproduce the speed to better than 
± 1 percent. Therefore, locations on the blade surface that are 
sensitive to the influence of incidence angle can generally be 
identified by relatively large standard deviations. By running 
off-design speed data, which has also been performed as part 
of this work, the influence of the changed incidence angle can 
be seen. 

An analysis is currently being completed that improves 
significantly the correlation between the experimental data 
presented here and the prediction. Several factors have been 
changed which account for the improved correlation that is 
being achieved. They are as follows: (a) The technique used to 
obtain the blade pressure loadings used in the predictions 
presented here (obtained using a streamline curvature method 
[12]) has been replaced with MERIDL [13] and TSONIC [14] 
and {b) the innards of the STAN 5 boundary-layer code used 
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Fig. 9 Spanwise distribution of Stanton number of blade 

to obtain the predictions presented in this paper [15] have been 
replaced with a different leading-edge model and with an im
proved modeling of the turbulence field which incorporates 
the kinetic-energy-dissipation model of turbulence. 

Figure 9 presents the spanwise distributions of Stanton 
number both without (open symbol) and with (closed symbol) 
injection for the suction and pressure surfaces at approximate
ly 21 and 82 percent wetted distance. In order to simplify this 
figure, only the Tc/T0 = 0.53 result is plotted. Subsequent 
figures will give the appropriate comparison to illustrate the 
influence of injected-gas temperature on the local Stanton 
number. The heat-flux gage distribution was such that more 
detail could be provided at 21 than at 82 percent. The general 
trend on the suction surface at the 21 percent location is for 
the Stanton number to increase from the hub region toward 
the tip with a peak value occurring near 81 percent span. The 
magnitude of this peak Stanton number is about 32 percent 
greater than the midspan value. A similar trend was observed 
further along the blade surface at the 82 percent wetted 
distance. The trend of the suction side data is for the Stanton 
number at span locations nearer the tip to be larger than the 
midspan values and for locations nearer the hub to be lower 
than the midspan values. The 81 percent span location is suffi
ciently removed from the tip region that it is doubtful that this 
peak can be blamed completely on tip-flow leakage, but an in
teraction between the tip leakage and suction surface flow is 
probable. As illustrated by the closed symbols on Fig. 9, the 
results obtained with injection have the same general pattern 
as the no-injection data, but the effect of the injected cooling 
gas is to increase the local Stanton number (or heat flux) by an 

amount dependent upon the specific location, with the largest 
influence observed nearer the tip region on the suction 
surface. 

On the pressure surface side of the blade, the spanwise Stan
ton number distribution illustrates an inverse trend in that the 
values are larger near the hub region and decrease toward the 
tip. The magnitude of the hub-region value is on the order of 
16 percent greater than the corresponding midspan value, 
which is significantly smaller than the 40 percent variation 
observed for the suction surface in going from the midspan to 
the tip region. It is noted that the magnitude of the local in
fluence of injection on the pressure surface result is generally 
less than that observed on the suction surface. 

Blade Results With Injection 

As previously described, the coolant gas was supplied by a 
separate reservoir and was injected into the flow path through 
NGV pressure surface coolant slots. Measurements were per
formed for two different coolant gas (air) temperatures (530 R 
and 820 R). Oscilloscope records illustrating the pressure 
histories recorded in the coolant gas plenum downstream of 
the orifice and the pressure measured just upstream of the 
NGV inlet were given in [7]. The magnitude of the pressure 
determined by the pressure transducer located in the coolant 
supply plenum can be used to estimate the gas path static 
pressure at the slot location. This has been done and the result 
is in good agreement with a previously reported calculation 
[4]. 

Figure 10 presents a comparison between the Stanton 
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numbers without injection and the corresponding values with 
injection at the 50 percent span location for both temperature 
ratios, 0.53 and 0.82. The injection results are in general close 
to each other with the exception of the 90 percent span loca
tion on the suction surface. In several cases the symbols have 
been slightly displaced for illustrative purposes, but the data 
were actually taken at the same location. By comparison with 
the no-injection data, the greatest influence of injection ap
pears at the geometric stagnation point and on the suction sur
face over the initial 20 percent wetted distance. For the re
mainder of the suction surface and over most of the pressure 
surface the result of upstream injection is a relatively small in
crease in local Stanton number. The Stanton numbers 
presented in Fig. 10 and those for the 10 and 90 percent loca
tions were used to compute the ratio qmj/qno.inj and this ratio 
is plotted in Fig. 11 as a function of wetted distance for all 
three spanwise locations. This plot illustrates that the stagna
tion point heat-flux value with injection increases by about 18 
percent, while the heat-flux value with injection at 5 percent of 
the suction surface increases by 35 percent and the values at 9 
and 13 percent increased by 20 and 18 percent, respectively. At 
the remaining 10 and 50 percent spanwise locations on the suc
tion surface, with-injection heat-flux values were generally 
within 5 percent of the no-injection values. At the 90 percent 
span location beyond 50 percent wetted distance on the suc
tion surface, the with-injection heat-flux values were approx
imately 10 percent greater than the no-injection values. With 
the exception of the data point at 45 percent wetted distance, 

the pressure surface values of heat flux with injection were on 
the order of 2 to 8 percent greater than the corresponding no-
injection values. It is important to note that the results 
presented in Fig. 11 are not suggesting a shift in the location of 
the stagnation point because the measured peak heat-flux 
values are still associated with the gages located at the 
geometric stagnation point both with and without injection as 
demonstrated by the Stanton number results presented in Fig. 
10. However, it is suggested that injection causes a significant 
flow disturbance in the vicinity of 5 percent wetted distance on 
the suction surface that results in significant increases in the 
local heat-flux values over the initial 20 percent of the suction 
surface. One can speculate on the nature of this flow distur
bance but it is difficult to be definitive at this time. 

As noted above, the with-injection Stanton number 
distributions for both temperature ratios are compared to the 
without-injection distribution on Fig. 10 and the ratio of heat-
flux values for the two temperature ratios is presented on Fig. 
11. The desire was to obtain injection data at Tc/T0 = 1.0 for 
comparison with the 0.53 result, but constraints on the ex
isting injection gas reservoir plumbing would permit a max
imum of 0.82. Figure 10 illustrates that the coolant gas 
temperature has a relatively small influence on the with-
injection Stanton number distribution. This can be seen in a 
little more detail on Fig. 11 where the ratio of heat flux with 
injection to the heat flux without injection is plotted on a 
linear plot instead of a logarithmic plot for the various blade 
positions. The largest differences between the results of the 
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two temperature ratios were not more than 10 percent and 
these were observed at the 90 percent span location over most 
of the suction surface where the 0.82 result was found to be 
lower than the 0.53 result. However, at the two blade 
measurements in the vicinity of 40 to 50 percent wetted 
distance on the suction surface, the results at midspan suggest 
a reversal of this trend with the heat-flux value for the 0.82 
temperature ratio being larger than that observed for the 0.53 
measurements. For the remaining locations on the blade sur
face, the influence of injection-gas temperature appears to be 
reasonably small. 

Conclusions 

Detailed measurements of local heat flux on the blade of the 
Garrett TFE 731-2 hp rotating turbine have been obtained at 
realistic flow conditions. Results have been presented on the 
blade, both without and with upstream injection of coolant 
gas. A comparison is presented between the experimental 
results and flat-plate and STAN 5 predictions. Over both sur
faces of the blade in the absence of upstream injection, 
reasonable agreement can be demonstrated between the data 
and one or more of the predictions. That is, the laminar flat-
plate prediction for the suction surface is in reasonable agree
ment with the data up to approximately 10 percent of wetted 
distance. Beyond 10 percent, the laminar prediction falls far 
below the data and the turbulent flat-plate prediction falls 
above the data. On the pressure surface, the turbulent flat-
plate prediction is in good agreement with the data but both 
the laminar flat-plate and the STAN 5 predictions fall far 
below the data. However, neither of the predictive techniques 
does a good job of predicting the results over the entire sur
face. The effect of upstream injection is to cause large in
creases in the local heat-flux values at the blade geometric 
stagnation point and over the initial 20 percent wetted distance 
of the blade suction surface. At other locations, injection 
results in a small increase in local heat-flux values on the order 
of 2 to 8 percent. The influence of injection gas temperature 
ratio is generally small over most of the blade surface. 
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Heat-Flux Measurements for the 
Rotor of a Full-Stage Turbine: 
Part II—Description of Analysis 
Technique and Typical Time-
Resolved Measurements 
This paper presents a detailed description of an analysis technique and an applica
tion of this technique to obtain time-resolved heat flux for the blade of a Garrett 
TFE 731-2 hp full-stage rotating turbine. A shock tube is used as a short-duration 
source of heated air and platinum thin-film gages are used to obtain the heat-flux 
measurements. To obtain the heat-flux values from the thin-film gage temperature 
histories, a finite-difference procedure has been used to solve the heat equation, with 
variable thermal properties. The data acquisition and the data analysis procedures 
are described in detail and then their application is illustrated for three midspan 
locations on the blade. The selected locations are the geometric stagnation point, 
32.7percent wetted distance on the suction surface, and 85.5 percent wetted distance 
on the suction surface. For these measurements, the turbine was operating at the 
design flow function and very near 100 percent corrected speed. The vane-blade ax
ial spacing was consistent with the engine operating configuration. The results 
demonstrate that the magnitude of the heat-flux fluctuation resulting from the 
vane-blade interaction is large by comparison with the time-averaged heat flux at all 
locations investigated. The magnitude of the fluctuation is greatest in the stagnation 
region and decreases with increasing wetted distance along the surface. A Fourier 
analysis by FFT of a portion of the heat-flux record illustrates that the dominant 
frequencies occur at the wake-cutting frequency and its harmonics. 

Introduction 
One of the basic turbomachinery problems that remains of 

interest concerns the unsteady flow environment generated as 
a result of rotating blades cutting through nozzle guide vane 
(NGV) wakes and the resulting influence of this unsteadiness 
on the blade surface-pressure and heat-flux distributions, on 
the inner blade-row gas-dynamic parameters, on the state of 
the boundary layer, and on the stage efficiency. Significant 
fluctuations in the local heat flux are important from a 
material fatigue or life cycle point of view. The specific com
ponent addressed in this paper is the turbine, but an early 
paper by Kerrebrock and Mikolajczak [1] addressing a similar 
problem for the compressor is very helpful in describing the 
essential physical processes that occur. Lakshminarayana et 
al. [2-4] have reported the results of several measurement 
programs designed to measure the boundary-layer and tur-

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 31st International Gas Turbine 
Conference and Exhibit, Dusseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters January 13, 1986. Paper No. 
86-GT-78. 

bulence characteristics inside turbomachinery rotor passages 
using a large-scale slowly rotating rig as the test bed and hot
wire anemometry as the prime diagnostic. Dring et al. [5-7] 
have utilized a large-scale rotating rig which can be made to 
look like either a compressor or a turbine and with this facility 
they have performed many different types of measurements in 
the rotating frame including blade surface heat transfer and 
static pressure, total-pressure surveys and flow visualization. 
In [7], Dring et al. present the detailed results of a rotor-stator 
interaction study that included time-resolved thin-film gage 
data obtained on the blade. The authors demonstrate a strong 
unsteadiness near the blade leading edge that occurred at 
stator passing frequency. The magnitude of this fluctuation 
decreased with increasing distance away from the leading 
edge. They also found regions of large random fluctuation due 
to the turbulence in the stator wake that was superimposed on 
the periodic fluctuation. 

Hodson [8-10] has utilized several different facilities to ob
tain measurements of wake-generated unsteadiness in the 
rotor passages and to perform measurements of boundary-
layer transition and flow separation. In [9], detailed 
measurements of the unsteadiness contained in the rotor in-
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flow are presented which illustrate the change in incidence 
angle and the change in turbulence associated with the stator 
wakes. The author does not present heat-flux data, but it is 
felt that both the change in incidence angle and the increased 
turbulence will influence the local blade heat transfer. Binder 
et al. [11] have looked at the influence of NGV wakes on the 
unsteady rotor flow using a laser velocimeter system. They il
lustrate very high turbuence levels associated with the stator 
wakes. The influence of this turbulence on the blade heat-flux 
level is not addressed. Doorly et al. [12, 13] have used a short-
duration facility and a system of rotating bars to study the ef
fects of shock waves and wakes shed by the NGV row on the 
turbine rotor flow field and surface heat-flux distribution. The 
authors have used thin-film heat flux gages to measure the 
magnitude of the heat-flux fluctuation experienced by a rotor 
blade in passing through the simulated wake. In [12] the 
authors present very nice Schlieren photographs illustrating 
the structure of the bar wake and its subsequent passage 
through the cascade. The technique is ideal for providing an 
environment in which detailed understanding of the flow 
phenomena associated with vane/blade interactions can be 
obtained. 

The purpose of this paper is to present a detailed description 
of an analysis technique used to deduce time-resolved heat-
flux data from thin-film heat-flux gages mounted on the rotor 
of a full-stage rotating turbine (Garrett TFE 731-2 hp). The 
long-range intent in this work is to spatially resolve the local 
heat flux to as small an area as possible and to perform these 
local measurements from the blade geometric stagnation point 
to near the blade trailing edge and to obtain the measurements 
in as realistic a turbine environment as is possible. Although a 
great deal of these data have been obtained as part of this pro
gram, it was felt that prior to presenting detailed time-resolved 
heat-flux data for the entire blade surface that have been ob
tained from such a complicated experiment, a thorough ex
planation of the data reduction procedures was in order. It 
should be kept in mind during this discussion that actual 
engine components (NGVs and blades) are used and they are 
not polished to a mirror finish. However, the heat transfer in
strumentation is installed under a microscope and there is no 
surface discontinuity at the junction between the instrumenta
tion and the component. The experimental technique being 
used is the short-duration, shock-tunnel approach, in which 
fast-response, thin-film thermometers are used to measure the 
surface temperature histories at prescribed locations on the 
blade. Instantaneous heat-flux rates can then be deduced from 
these temperature-time histories using a technique described 
herein. The shock-tunnel technique allows one to use actual 
turbine hardware and to operate it at the design flow function 
and at 100 percent corrected speed. Because of the high wake 
cutting frequency (approx. 13,000 wakes/s) and the short-
duration (~ 20 to 30 ms) nature of this experimental tech
nique, many new data-analysis techniques had to be developed 
in order to achieve the objectives. The rotor data of interest 
have been obtained and analyzed successfully using techniques 
that have not previously been applied to this problem and thus 
have not previously been published in this context. 

The specific topics that will be addressed in this paper are: 
(a) description of the experimental technique, the heat-flux 
gage instrumentation, and the data recording procedure; (b) 
description of the analysis technique used to deduce the in

stantaneous heat-flux values from the gage surface-
temperature histories; (c) description of the fast-Fourier 
transform analysis and associated data handling techniques 
that are used to obtain time-resolved data; and (d) application 
of the techniques that have been developed using rotor blade 
data obtained for a full-stage rotating turbine. 

Experimental Apparatus 
The experimental apparatus used in this measurement pro

gram is described in detail in Part I of this paper and will not 
be repeated here. That portion of the apparatus and in
strumentation new to this work will be described. 

For the rotor speeds used here, a blade traverses a vane exit 
passage in approximately 75 /*s. However, the blade traverses 
a vane wake in a significantly shorter time, on the order of 5 to 
10 lis. In order to resolve vane wake cutting data and to avoid 
aliasing, it is important to be able to sample the thin-film gage 
output at a sampling rate of at least twice the highest fre
quency present in the signal (100 kHz in this experiment, re
quiring 200 kHz minimum sampling rate). In addition, one 
needs a minimum of 10 bit resolution and as much storage per 
channel as possible. Two different transient recorders, a Data 
Laboratories 2000 series and a Physical Data 515A, were used. 
Both of these were eight channel units with 4K words/channel 
storage capability and each channel could be sampled at a rate 
in the 200 kHz to 2 MHz range. Several other features of these 
units are particularly useful for obtaining time-resolved heat-
flux data for a turbine stage: (a) The dual time base capability 
allows one to sample the early portion of a heat-flux gage 
history at a low sampling rate and then at a predetermined 
time to switch to a much higher sampling rate, (b) the multiple 
channel data stored in the recorder can be simultaneously 
displayed on an oscilloscope and photographed, (c) the stored 
data can be transferred to an on-line minicomputer (DEC LSI 
11/23 plus) for additional analysis, printing, and plotting, and 
(d) the stored data can be transferred to tape and analyzed at a 
later date. A Sangamo Sabre III FM tape recorder with an 80 
kHz bandwidth is normally used to record an additional 13 
channels of high-frequency thin-film data. The majority of the 
data analysis is performed on a DEC VAX 11/780. A 
schematic of the on-line data recording system is given in Part 
I. 

Data Processing 
The voltage output history from the thin-film gages and 

associated follower circuits shows typically a rapid rise in level 
(~ tyl) with superimposed fluctuations. As noted earlier, a 
major objective of the present work has been to resolve quan
titatively the time-dependent part of the heat transfer. Even 
though this part is generally greater than 10 percent of the 
time-averaged heat transfer rate, it is only a small fraction 
(typically 5 percent) of the temperature signal from the gages. 
Therefore, to resolve these fluctuations, it has been found 
necessary to revise some of the data-reduction procedures that 
have been used in the past. 

The thin-film gage voltage output can be recorded digitally, 
or it can first be passed through an analog network [16, 17]. 
Both the analog and digital implementations have problems 
when applied to the gas turbine flow environment, especially 
when the heat-flux fluctuations are of interest. When either 

Nomenclature 

C = specific heat 
/ = frequency, Hz 

k = thermal conductivity 
n = quantization error 
S = spectrum 

t = time 
T = temperature 
x = distance normal to gage 

surface 
a = thermal diffusivity = k/pC 

, T = see equation (16) 
p = density 
4> = see equation (15) 
a) = radian frequency 
) = denotes Fourier transform 
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Fig. 1(a) Surface temperature history at 32.7 percent wetted distance 
on blade suction surface 

0.fflXE.05 

FREQUENCY, Hz 

Fig. 1(b) Modulus of Fourier transform of temperature history given in 
Fig. 1(a) 

temperature or analog outputs are sampled digitally, the 
subsequent analysis is limited by the quantization errors in
herent in the A/D process. An additional problem arises from 
the fact that analog or Q-meter techniques depend on the 
assumption of the constant thermal properties of the 
substrate, an assumption not valid in the current environment. 
While computational algorithms can be devised which include 
variable thermal properties, numerical errors arising from the 
occurrence of a high-frequency skin depth preclude the use of 
such algorithms for the determination of fluctuating heat-flux 
values at frequencies approaching the sampling rate used here. 

As part of this effort, a new approach to the problem has 
been developed. Surface temperature and its first derivative 
have been sampled digitally. From these a composite signal 
has been constructed which minimizes the effects of the quan
tization errors on the fluctuating signals. This composite 
temperature signal is then analyzed by a combination of 
numerical and Fourier transform techniques to yield a com
posite time-dependent heat-flux value. This high-fidelity 
signal is then available for subsequent analysis as will be 
described. 

Quantization Errors. Quantization errors arise from the 
discretization of an analog signal. Whereas all values within a 
given range are possible for an analog signal, only those par
ticular values corresponding to integral multiples of the step 
size are possible for a digitally sampled signal. Values of the 
signal between these discrete levels are simply placed into the 
nearest level. The sampled signal can thus be represented as 
the sum of the original signal and a random quantization error 
or noise. 

The quantization noise can be modeled as being uncor
rected at different times and as having a uniform probability 
of being between ±A/2 where A is the step size of the A/D. 
(The step size can be determined by dividing the range of the 
A/D, say R, by the number of levels available. In our case the 

A/D was 10 bits so the number of levels was 210 = 1024, thus 
A = i?/1024.) 

Figure 1(a) shows a typical surface temperature record from 
a thin-film gage on the suction surface of the blade (see Part 
I). The rapid rise in temperature signals the arrival of the test-
gas flow and thus the initiation of the experiment. If this were 
the only phenomenon present, then heating the substrate 
would cause the surface temperature to rise as T ~ txn cor
responding to a constant heat flux [19, 22]. As previously 
noted, it is this temperature rise over the course of the experi
ment which necessitates accounting for the variable thermal 
properties of the substrate on which the gage is painted. 

The passage of the blade through the NGV wakes and the 
presence of turbulence and secondary flows in the NGV 
passage flow give rise to the fluctuations which are superim
posed on the temperature history. If the unsteady heat-flux 
value is to be examined, it is these temperature fluctuations 
which must be faithfully translated into an unsteady heat-flux 
signal. Unfortunately, because the A/D converter must cap
ture the entire range of temperature (since the instantaneous 
heat flux represents an integral over the temperature history), 
the fluctuating signal is discretized into only a small portion of 
the total voltage level available. As a consequence, the 
unsteady signal of interest is likely to be buried in the quan
tization noise and the unsteady heat flux calculated from it 
will be primarily noise. 

The situation can best be illustrated by looking at the con
stant properties solution to the one-dimensional heat transfer 
equation 

„ 5T d (, dT\ 
pC = — \ k - r - ) (1) P dt dx\ dxJ 

subject to the surface boundary condition 

dT\ 

dx \x=o 

The objective is to relate the temperature at the surface to the 
heat flux there. 

Let qw (/) and fw (J) be the Fourier-transformed heat flux 
and surface temperature defined by 

qwW=\+~e-MqwV)dt (3) 

qw=-k- (2) 

and 

J —oo 

Then it is straightforward to show that 

q„{f)=-4]2id4p~Ckfw{f) 

|0„.(/)I=* \Tw(f)\ 
and 

z.qw(f) = z.Tw{f)+-

(4) 

(5) 

(6) 

(7) 

where z. denotes the "phase angle of." Thus the modulus of 
the transform of the heat flux is proportional to the square 
root of the frequency times the modulus of the temperature, 
while the phase of the heat flux is the phase of the temperature 
shifted by +45 deg. 

The exact manner in which quantization errors affect the 
calculation of heat flux from a quantized temperature will be 
the subject of a subsequent paper. The problem can be il-' 
lustrated, however, by a simple example. Suppose that the 
unsteady heat flux due to a wake crossing corresponds to a 
square wave. Then the even harmonics are exactly zero, and 
the odd harmonics are related to the amplitude of the fun
damental by A„/A | = \/n, where (« - 1 ) is the order of the 

100/Vol. 108, JULY 1986 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.52. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///k-r-


Q 0. OQOOE+W 

S„(f>-

• 0.1G0GE-O1 

T I M E , seconds 

Fig. 2(a) Temperature derivative signal at 32.7 percent wetted distance 
of blade suction surface 
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Fig. 2(b) Modulus of Fourier transform on temperature derivative given 
in Fig. 2(a) 

harmonic. If the amplitude of the fundamental of the surface 
temperature sensed by the gage is Blt then it follows from 
equation (6) that the odd harmonics are given by Bn/Bl = \/n 
• v«. Thus if 5, - 3 R (as in Fig. 1), B3 ~ 0.55 R, and B5 < 
0.28 R. If (as in Fig. 1), the range of the A/D is set to cor
respond to approximately 0 to 102.4 R and the number of bits 
of resolution is 10 corresponding to 1024 levels, the quantizing 
step size is 0.1 R. Thus the directly recorded temperature will 
have its harmonics largely obscured by the quantizing error. 
Because the effect of the quantization noise on the Fourier 
transform of the signal is random, the harmonics will be im
possible to discern without substantial averaging of many in
dependent experiments. 

Figure 1(b) show the modulus squared of the Fourier 
transform of the temperature trace shown in Fig. 1(a). Clearly 
evident is the low-frequency portion of the signal associated 
with the overall rise in level. Not at all evident are the fun
damental and harmonics of the wake crossing frequency 
which are buried in the random quantization noise (which is 
below the threshold of the plotter sensitivity). Since the fluc
tuating heat flux is proportional to the inverse transform of 
this signal multiplied by the square root of frequency and since 
the higher the frequency the weaker the Fourier components 
of the signal, the quantization noise dominates the calculated 
heat-flux transform as the frequency increases. 

The statistics of the quantization noise can easily be com
puted if its probability density is known. Usually the quantiza
tion error is assumed to have a uniform probability of being 
between ±A/2. It follows that the mean square quantization 
error is A2/12. Most important for our application is that the 
spectrum of the quantization noise is white, that is, it is the 
same at all frequencies. Thus, if S„ is noise spectrum as a func
tion of the frequency / 

(AVIV, , f<f. 
(8) 

K 0 , f>fs 

where fs is the sampling rate. The spectrum S„ is calculated as 
1 

s„C/)=^l«„C/)l2 (9) 

where Tis the length in time of each individual record, u (f) is 
the Fourier transform of the noise for the record, and the 
overbar indicates that many realizations are averaged 
together. 

In the data-analysis portions of this paper, plots of the 
modulus of the Fourier transform of signal plus noise are 
presented. It is important to note that although equations (8) 
and (9) imply that the mean square value of the Fourier 
transform of the noise is the same at all frequencies, 
transforms of individual records (unaveraged) will vary ran
domly from one frequency to another. Thus spurious peaks 
can appear in individual records which have no physical 
significance (certainly this is the case in Figs. 10-12). 
Nonetheless, it is clear from equation (8) that these random 
excursions are minimized by either decreasing the step size 
(less range or more bits) or by increasing the sampling rate. 

The randomness of individual records is a characteristic of 
all random signals (such as turbulence) and is not unique to 
quantization noise. This randomness only disappears as suc
cessive independent records are averaged together. Thus care 
must be taken in inferring frequency content from individual 
records, and it should not be done unless there is a good 
physical reason to suspect that a particular frequency 
represents a nonrandom event. Such will be the case for the 
blade crossing harmonics identified later. 

It is clear from the above that if fluctuating heat-flux rates 
are to be analyzed it is necessary to raise the fluctuating signal 
above the quantization noise before digitization. The analog 
Q-meter1 accomplishes this by effectively multiplying the 
transform of the temperature by V/27T / before recording so 
that the spectrum of the quantization noise (as it affects the 
heat flux) is now white instead of increasing linearly with fre
quency as in the directly recorded case. Another alternative 
that was used in this investigation is to differentiate the 
temperature before digitizing so that the transform of the 
digitized signal is flicf times that of the temperature. In this 
case the noise spectrum of the computed heat-flux signal will 
roll off linearly with frequency, thereby allowing even weaker 
signals to be captured at the higher frequencies. 

Figure 2(a) shows the unsteady temperature derivative 
signal corresponding to Fig. 1(a). Gone is the rapid rise (since 
the low-frequency part of the signal has been buried in the 
noise by the multiplication of its transform by y'2ir/) while 
present in abundance are the high-frequency fluctuations 
which have been selectively and progressively amplified. In ef
fect, the part of the signal corresponding to the unsteady flow 
has been spread over the entire range of the A/D so that the 
quantization errors are relatively much less. Figure 2(b) shows 
the Fourier transform of the derivative signal which clearly in
dicates how the higher frequencies have been raised above the 
quantization noise level. 

Composite Temperature. While taking the derivative raises 
the fluctuations above the noise, it buries in the noise the 
overall temperature rise from which the varying thermal prop
erties must be computed. In order to simultaneously capture 
both the overall rise and the unsteady characteristics with 
minimum quantization error, a hybrid scheme has been 

It was discovered in the course of this investigation that the Q-meters in com
mon use [17], including ours, do not maintain the phase relation demanded by 
equation (7) over any of the frequency range of interest in this experiment (10 to 
100 kHz). Therefore, the results obtained using the device are not reported here. 
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Fig. 3(a) Comparison between temperature history as recorded and 
composite temperature history at 32.7 percent wetted distance on blade 
suction surface 
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T I M E , seconds 

Fig. 3(b) Comparison between directly recorded temperature and com
posite temperature in time interval 16 to 17 ms 

adopted which involves splicing two different signals in 
Fourier space. This is accomplished by simultaneously re
cording both the temperature and its derivative on separate 
channels. The recorded data are then Fourier transformed us
ing a FFT alogrithm. 

A minor complication arises from the fact that the records 
are of finite length. As a consequence, the transforms are not 
of the temperature and its derivative, but rather of the 
products of these functions with the time window w(t) given 
by 

w(t) = 
1, 0<t<ti 

0, otherwise 

where tt is the record length. Thus 

T(f) = f e-MT(t) w(t)dt 
J —oo 

and 

f + < 
e-JWfit) w(t)dt 

(10) 

(11) 

(12) 

It is well known that if a signal of infinite length is sampled 
at a rate faster than twice the highest frequency present in the 
signal, the signal can be completely reconstructed [18] (this is 
the so-called Nyquist criterion). Moreover, the transforms of 
the signal and its first derivative differ by only a factor of 
j2vf. In our case, however, because of the window function 
which truncates the record, this is not true, even if the Nyquist 
criterion is satisfied. It is, however, straightforward to show 
for these finite length signals that the finite transforms of the 
recorded temperature and its derivative are related by 

t(f) =-=^7J t(f) - [ r ( 0 ) / T / ' ' - nt^e-Mi]) (13) 

The term in brackets arises from the presence of the window 
function in the Fourier transform. 

The composite temperature as a function of time has been 
assembled by carrying out the Fourier transform (using a FFT 
algorithm) on the composite transform defined by 

,(/) = 

T(f), f<fi 

1 if {f) ~ ( 7 X 0 ^ ' - T(tl)e-Mh)], 
J2irf 

/ > / i (14) 

The frequency / i corresponds to the unity-gain frequency of 
the diffentiator and is chosen to be less than the primary wake 
crossing frequency, but greater than the frequencies compris
ing the overall temperature rise. In the experiments reported 
here , / | was approximately 10 kHz. 

Figure 3 shows a comparison between the directly recorded 
temperature and the composite temperature computed from 
the inverse Fourier transform of equation (14). All subsequent 
references in the remainder of this paper to the temperature 
field and all calculations of heat flux presented will use the 
composite temperature field. 

Variable Thermal Properties. The influence of variable 
substrate thermal properties on the deduced heat-flux value 
has been understood for a long time [19, 20], but until recently 
it has not been accounted for in data-reduction procedures 
[15]. The primary physical effect is an increase in the thermal 
conductivity of the substrate; thus a given heat-flux value pro
duces a lower rise in surface temperature than would be pro
duced by a substrate whose properties remain fixed at their 
pretest values. Conversely, the heat-flux value inferred from a 
given surface-temperature history is larger when variable ther
mal properties are accounted for. The error made by the 
constant-property model can be on the order of 5-15 percent 
[15], and is therefore not tolerable for the accuracy desired in 
the present work. 

Consequently, the constant-property data-reduction pro
cedures [19, 21,16, 22] have been replaced in the present work 
by a finite-difference solution of equation (1), where it is con
venient to employ the Kirchhoff transformation [23] 

J7 
-dT\ 

d<t> d2<t> 

dx2 ,_ k — , . - ,., d5) 
"let Kie( 

In this equation a = k/pC is the temperature-dependent ther
mal diffusivity. 

High-Frequency Fluctuation of Surface Temperature. For 
the problem of interest here, one must also be concerned with 
the high-frequency temperature fluctuations very near the 
gage surface. In [15], numerical solutions of equation (15) 
were reported, based on a Crank-Nicholson finite-difference 
procedure. The actual equation solved was a transformed ver
sion of equation (15), in which the x coordinate was scaled by 
the thermal penetration depth 

t=r, V =x/2*JaZTi 
In these variables, equation (15) is 

a d2<t> 2i)d<j> d(f> 
- H — ; — = 4 T • 

«ref fy br\ dr 

(16) 

(17) 

This formulation has the advantage that the spatial scale is 
uniform in time. Numerical solutions using a fixed step size Ay 
can then be found, for given values of 4> at the surface, and for 
$-*0 when i\ is on the order of 3 to 5. 

The above coordinate transformation is based on the 
assumption that the thermal penetration depth Voir is the 
significant length scale in the problem. Analytic solutions for 
the constant-property case reveal that this is the proper scale 
for a step-function time variation of the surface heat transfer. 
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However, when the heat transfer rate contains a part that 
fluctuates with frequency co, a second scale enters the prob
lem, namely Va/co, which is properly called the skin depth and 
is independent of time. The classical solution for a sinusoidal 
surface-temperature variation [23] 

ATs„l[ax(t)=Acosut 

contains an early-time transient plus the solution: 

AT(x, t) =A exp( -xVco/2a) cos (co?-xVco/2a) (18) 

Thus the high-frequency portion of the surface-temperature 
rise has a very shallow penetration, and care must be taken in 
the numerical work to resolve this thin layer properly. Solu
tions of equation (17) which use a fixed step size in the i/-
direction will have a small value of Ax at early time, and a 
large one at late time. It has been found that for the blade-
passing frequencies of interest here this procedure loses ac
curacy at late time. Accordingly, a revised procedure has been 
adopted, as described in the next paragraph. 

Implicit numerical procedures for solving equation (17) 
work best when the step-size ratio 

r = aAt/(Ax)2 

is in the range 0.25 to 0.5. It happens that this criterion can be 
met for the test conditions of interest here. The sampling inter
val At is taken, on the basis of the Nyquist criterion, to be in
versely proportional to the highest frequency of interest 

At~\/w 

The spatial step size Ax must be small enough to resolve the 
skin depth; thus 

Ax~ Va/co 

Thus a constant value of the step-size ratio r will satisfy both 
of these criteria.2 

The finite-difference algorithm used is the simple implicit 
one: 

<t>(i,j+l)-4>UJ) , ^ 
= «(*,-, tj) 

lj+1 ~ 'j 

N, » ( / + ! , y + l ) - 2 0 ( f , y + l ) + 0 ( / - l , y + l ) 

(Axf (19) 

This equation was solved on a grid of variable size: At 
every time step, the boundary condition of zero temperature 
rise was enforced at a depth of 5 Varef?. The heat transfer 
rate was found from a second-order-accurate expression for 
the derivative at the surface. As noted in (24), this algorithm is 
capable of following a rapidly fluctuating temperature more 
accurately than its Crank-Nicholson counterpart. However, 
numerical checks for a constant-property test case reveal that 
it does introduce a phase shift into the inferred heat transfer 
rate, and that accurate results require a time-step size small 
enough to give approximately 30 data points per cycle. (The 
test case used a heat-transfer rate consisting of a step function 
followed by a pure sine wave. The corresponding surface-
temperature history contains a square root of time, plus a 
Fresnel-integral term that rapidly approaches a sine wave 
shifted by 45 deg.) In practice, because of memory limitations, 
the number of samples per cycle actually available from the 
A/D is usually much less then the 30 required; thus the 
numerical treatment decribed above is suitable only for the 
low-frequency portions of the recorded signal. 

Practical Scheme. It is evident from the above that there is 
little hope of calculating by numerical techniques the heat-flux 

2The authors are grateful to Prof. Dale B. Taulbee, SUNY Buffalo, for call
ing attention to this fact and for suggesting use of the simple implicit method. 

fluctuations at frequencies approaching the rate at which the 
data have been sampled. While it is theoretically possible for 
an infinitely long record (if the Nyquist criterion is satisfied) to 
upward decimate the data to as fine a time grid as desired, this 
is not true for a finite time record. Therefore, in principle, no 
numerical technique will be able to produce a heat-flux history 
with the bandwidth of the originally recorded temperature 
signal. If a sufficiently fast A/D with sufficient storage 
capacity were available, the problem could be easily solved by 
sampling the data at a much higher rate than needed. Unfor
tunately, the storage limitations of our hardware (4K/chan-
nel), the bandwidth of the experimental signals of interest 
(80-100 kHz), and the length of the test (20-30 ms), preclude 
this option. Fortunately, the nature of the signal itself pro
vides an alternative. 

It has already been pointed out that the temperature (and 
heat flux) events can be characterized by two different time 
scales: a slow time variation corresponding to the overall 
temperature rise, and a fast time variation corresponding to 
the gas dynamics associated with the rotating turbine. In fact, 
this dual nature of the signals has already been exploited in 
designing a recording scheme and in devising a computational 
grid. It will again be exploited here. 

The scheme which has been adopted is based on the fact that 
it is the overall rise in temperature, or the slow process, which 
is primarily responsible for the variation in the thermal prop
erties of the gage. The turbine gas dynamics, or fast process, is 
merely riding on the slow process. (Note that this would not be 
the case were the fluctuations due to the turbine of the same 
order of magnitude as the overall rise.) 

It has already been shown that the frequency content of the 
overall rise is at frequencies substantially below the primary 
wake crossing rate in our experiments. Therefore, two new 
temperature signals can be created from the composite 
temperature defined earlier—a low-passed temperature, 
TLP(t), containing the slow process, and a high-passed 
temperature, THP(t), containing the fast process. The heat 
flux associated with the low-passed temperature can then be 
analyzed by the variable property numerical technique 
described above, while the high-passed signal can be analyzed 
by applying the constant properties solution locally in time as 
described below. 

The high- and low-passed temperature signals must be 
created by filtering the composite signal at any frequency 
below the wake crossing frequency subject to the following 
constraints: 

(f) The low-passed signal must faithfully capture the overall 
rise, especially near the beginning of the experiment. 

(if) The sum of the high- and low-passed signals must equal 
the original temperature signal. 

(Hi) The filters must not introduce spurious oscillations or 
phase shifts in the time-series data. 

Condition (if) can be satisfied by any pair of linear filters. 
Condition (iif) eliminates the simple splitting in Fourier space 
used to develop the composite temperature since merely 
discarding the information above a given frequency cor
responds to multiplying by a box-car window in frequency 
with the result that the low-passed signal oscillates badly in 
the time domain. Condition (f) can be determined by trial and 
error. 

In our experiments, numerical RC-type filters were utilized 
with the following frequency response functions: 

""^um (20) 

H»p(J)=^ik (21) 

A cutoff frequency f2 of 2.5 kHz (about 1/5 the wake cross-
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Fig. 5 Typical shock tube reflected-shock pressure measurement and 
corresponding sialic pressure on turbine model upstream of NGV 

Fig. 4 History of the composite temperature, low-pass temperature, 
the low-pass heat flux and the value of the variable thermal properties 
for 32.7 percent wetted distance on blade suction surface 

ing rate) was found to adequately capture the initial rise (see 
Fig. 4). 

The Fourier transforms of the low- and high-passed 
temperature signals are given by 

TLP(f) (f)HLP(f) 
if) (f)HHP(f) 

(22) 

(23) 

The low-passed transformed composite temperature was then 
inverse transformed to yield TLP(t). This in turn was used as 
input to the variable properties numerical code described 
earlier to determine the low-passed heat-flux signal. 

Figure 4 illustrates the composite and the low-passed 
temperature signals, and the heat flux and thermal properties 
history generated from the latter. Since the data were low-pass 
filtered at 2.5 kHz and sampled at 200 kHz, approximately 40 
points/cycle were available to the numerical code at the fre
quency of the filter—well above any reasonable numerical 
requirements. 

The heat flux from the high-passed temperature signal was 
computed directly from its Fourier transform using equation 
(5). Thus 

1 
•qHpif)=<P*fTHPV) (24) 

from which the time-dependent high-passed heat flux (divided 
by VpCAr) can be obtained by inverse transformation. The ac
tual time-dependent heat flux is computed by multiplying each 
time value so obtained by the local value of y/pCk determined 
from TLP(t). This procedure can be formally justified by a 
two time scale expansion of equation (1). This technique has 
been utilized to obtain the results presented in the following 
section of the paper. 

Discussion of Results-. A description of the experimental 
conditions used in this work and a detailed discussion of the 
time-averaged heat-flux distributions for the blade surface is 
given in Part I of this paper. By way of a brief review, the flow 
conditions at the inlet to the NGV were: total temperature = 
1000 R, static pressure = 98.5 psia, weight flow = 20.5 lb/s, 
turbulence intensity = 5.5 percent, and model wall 
temperature = 530 R. The turbine operates at 100 percent cor
rected speed with a rotor/stator axial spacing of 0.18 stator 
chord and a tip clearance of approximately 1.16 percent of 
blade height. The TFE 731 vane row operates with a throat 
Mach number on the order of 0.85. Therefore, the rotor gas 
dynamics should not be influenced by the presence of signifi
cant shock waves. 

STAGNATION POINT 

0.1600E-01 

TIME, SECONDS 

Fig. 6 Composite temperature history at stagnation point, 32.7 percent 
wetted distance, and 85.5 percent wetted distance on blade suction 
surface 

Previous publications [25, 26] have presented oscilloscope 
records and detailed discussions of pressure histories obtained 
at various locations within the model. However, a brief review 
of pressure records relevant to the heat-flux measurements 
described in this paper is appropriate. Figure 5 presents a 
typical shock tube reflected-shock pressure measurement and 
the corresponding static pressure on the bullet nose just 
upstream of the NGV row. The time at which the shock 
reflects from the shock tube endwall is noted on Fig. 5(a). As 
illustrated on Fig. 5(a), the pressure history of the reflected-
shock reservoir that is supplying the air flow for the turbine 
model is very uniform for a substantial period of time. Figure 
5(b) presents the corresponding static pressure obtained just 
upstream of the stator. The period of flow establishment is 
followed by the period of relatively uniform pressure called 
the test time. The results presented in Part I are the time-
averaged heat-flux distributon over the test time shown in Fig. 
5(b) while the results presented in this paper are obtained only 
up to about the 26 ms location on Fig. 5(b). In order to obtain 
the time-resolved data, the transient recorders dis
cussed earlier must be used. These recorders have the disad
vantage of limited storage (4K words/channel) but they have 
the advantages of high sampling rates and a dual time base. 
This dual time base can be used to sample the pretest base line 
and the flow establishment period at a relatively low frequency 
and then at a predetermined time, to initiate high-frequency 
sampling. Another alternative is to delay the initiation of 
sampling by a predetermined time selected on the basis of Fig. 
5(b). Either of these techniques provides samples at constant 
time. However, an external clock driven by a shaft encoder 
has also been used in this work to sample at constant phase. 
Several shaft encoders were used in this work providing 1, 6, 
41, 82, 500, and 1000 pulses per revolution. It is not possible 
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Fig. 7 Time-resolved heat-flux history at blade geometric stagnation 
point 
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Fig. 8 Time-resolved heat-flux history at 32.7 percent wetted distance 
on blade suction surface 
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Fig. 10(a) Modulus of Fourier transform of heat-flux history for blade 
geometric stagnation point 
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Fig. 10(b) Modulus of Fourier transform of heat-flux history for 
geometric stagnation point 
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Fig. 9 Time-resolved heat-flux history at 85.5 percent wetted distance 
on blade suction surface 

to discuss both data sets in this paper so the discussion will be 
confined to the data sampled at constant time. 

Figure 6 presents the composite temperature histories for 
the geometric stagnation point, 32.7 percent wetted distance, 
and 85.5 percent wetted distance on the blade suction surface. 
The time at which uniform flow is established is denoted in 
Fig. 6. The maximum substrate temperature rise occurs in the 
stagnation region and it is in this region that the influence of 
variable thermal properties of the substrate becomes most 
important. 

Figures 7-9 are the time-resolved heat-flux histories for the 
locations noted above computed in the manner described 

earlier, for the time interval 22 to 24 ms. The time-averaged 
heat-flux value that is obtained from a separate data recording 
system and sampled at 20 kHz per channel is also shown on 
each of these plots. Figure 7 illustrates substantial fluctuations 
in the heat-flux value in the stagnation region. The magnitude 
of the fluctuation is time dependent as would be anticipated 
and a Fourier spectrum of the frequency content will be 
presented later in the paper. Moving back on the blade to the 
32.7 percent location, the pattern of the heat-flux history is 
different as illustrated by Fig. 8. However, relative to the time-
averaged heat-flux, the magnitude of the fluctuations is still 
significant at this location. Again, the value of the time-
averaged heat flux is shown for comparison purposes. Figure 9 
presents the heat-flux time history recorded near the trailing 
edge of the blade. The pattern at this location is similar to that 
observed elsewhere. Relative to the time-averaged heat flux, 
the fluctuations are significant even near the trailing edge of 
the blade. 

The burst-like behavior observed in Figs. 7-9 is felt to be 
related to the period of the blade crossing the NGV exit 
passages. The characteristic time for the blade to traverse a 
single passage is denoted on each of the figures. In addition, 
the fluctuations of the calculated heat flux can be observed to 
go negative. The same features were observed when the 
temperature signal was directly input to a high-frequency Q-
meter [17], and cannot, therefore, be readily attributed to the 
analysis. Thus it must either represent a phenomenon in the 
flow or be the effect of electronic noise. 

Obviously, the heat-flux results given in Figs. 7-9 need to be 
analyzed further to determine whether or not the observed 
fluctuations are related to wake cutting. Figures 10-12 present 
the modulus squared of the Fourier transform, over a signifi-
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Fig. 11(b) Modulus of Fourier transform of heat-flux history for 32.7 
percent wetted distance on blade suction surface 
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Fig. 12(b) Modulus of Fourier transform of heat-flux history for 85.5 
percent wetted distance on blade suction surface 

cant portion of the test time, of the heat-flux histories for the 
stagnation point, 32.7 percent, and 85.5 percent wetted 
distance, respectively. During this time period, the flow does 
work on the turbine, causing it to accelerate slightly. This ac
celeration has the effect of broadening the energy peaks 
associated with wake cutting. The frequency spectrum3 is 
presented over a range of 10 to 15 kHz and 24 to 29 kHz. The 
previously mentioned shaft encoders were used to determine 
that the rotor speed at the 22 to 24 ms time interval was on the 
order of 19,200 rpm. For this turbine, there are 41 nozzle 
guide vanes and 78 rotor blades giving a fundamental wake 
cutting frequency of 13,100 Hz. Both the fundamental and the 
first harmonic are noted on Figs. 10-12. 

The results for the stagnation region given on Figs. 10(a) 
and 10(b) demonstrate a sharp peak at the fundamental wake 
cutting frequency and two other rather broad peaks, of 
smaller magnitude, in the immediate vicinity. These later 
peaks suggest that there is significant energy content in the fre
quency range around the fundamental wake cutting frequen
cy. The first harmonic peak at 26,300 Hz is shown on Fig. 
10(b) as well as a relatively strong second peak at 25,000 Hz. 
At this time, it is not clear just what causes the 25 kHz peak. 

Figures 11 (a) and 11 (b) present similar frequency spectra for 
32.7 percent wetted distance on the suction surface. At this 
location, the FFT analysis suggests that the frequency content 
in the neighborhood of the fundamental has broadened, but is 
still very much related to wake cutting. The first harmonic at 
26,300 Hz is very near a peak at 26,100 Hz and the previously 
observed peak at 25,000 Hz is reduced. 

Figures 12(a) and 12(6) illustrate what one observes by mov
ing farther along the surface toward the trailing edge. The fre-

3The term "spectrum" is loosely used here to indicate the modulus squared of 
the Fourier transform of the record and no averaging is implied. 

quency spectrum has a significant peak in the vicinity of the 
fundamental wake cutting frequency, but it is not as pro
nounced as at locations closer to the leading edge. The first 
harmonic, however, is very pronounced and stands out above 
all of the higher frequency content. 

The results presented in Figs. 10-12 illustrate the presence 
of wake cutting in the heat-flux data. However, these frequen
cy spectra also suggest that wake cutting is not the only impor
tant factor influencing blade heat transfer since there appears 
to be significant energy contained in other portions of the fre
quency domain. 

Conclusions 
A description of an analysis technique and its application 

using typical data for time-resolved heat-flux measurements 
on the blade of a full-stage rotating turbine has been 
presented. The magnitude of the fluctuation is largest over the 
forward portion of the blade and decreases as the trailing edge 
is approached. However, relative to the time-averaged heat-
flux values at this downstream location, the magnitude of the 
fluctuations is significant. An FFT analysis of the time-
resolved heat flux demonstrates the presence of peaks at the 
fundamental and first harmonic of the wake cutting fre
quency. The frequency spectra also demonstrate the presence 
of energy at frequencies other than wake cutting. 
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Heat-Flux and Pressure 
Measurements and Comparison 
With Prediction for a Low-Aspect-
Ratio Turbine Stage 
This paper describes the detailed measurement of heat-flux distributions for the noz
zle guide vane (NGV) airfoil, the NGVhub and tip endwalls, and the blade for the 
Garrett low-aspect-ratio turbine (LART) stage. A shock tube was used to generate a 
short-duration source of heated air and thin-film gages were used to obtain detailed 
heat-flux measurements. In addition to the heat-flux measurements, surface-
pressure measurements were obtained on the vane pressure and suction surfaces and 
on the hub and tip endwalls. These pressure measurements are shown to compare 
favorably with those taken at the same locations but in a long-run time facility. The 
time-averaged heat-flux data were obtained by sampling the gage signals at a fre
quency of 20 kHz/channel and then averaging the output over the test time of the 
experiment. The results are presented as a function of location within the stage and 
are compared with the results of a local flat-plate prediction technique. 

Introduction 
The current interest in increasing the thrust-to-weight ratio 

of future gas turbine engines requires that the turbine inlet 
temperatures of these machines be increased significantly over 
current values. Increased inlet temperature implies increased 
heat load and a corresponding need for rapid advances in 
materials and cooling capability for the hot-section portion of 
the machine. For design reasons, it is important to improve 
the current state-of-the-art predictability of these hot-section 
heat loads so that the thermal design can be conservative, but 
to a reasonable and acceptable level. It is therefore important 
to obtain an experimental data base under known conditions 
for as realistic a gas-dynamic environment as possible and 
then to compare these data with the results of current design-
system prediction techniques. The results described in this 
paper represent a step toward obtaining the data base. The 
major emphasis has been placed on obtaining accurate 
measurements of heat-flux distributions for a modern low-
aspect-ratio high-pressure turbine stage at known laboratory 
conditions. The results of the time-averaged measurements 
have been compared with the results of a local flat-plate 
prediction technique. More sophisticated techniques are cur
rently being used to correlate these data. 

The measurement technique utilizes the short-duration 
shock-tunnel approach in which fast-response, thin-film ther
mometers are used to measure the surface temperature 

DRIVER TUBE DRIVEN TUBE 
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Fig. 1 Schematic of experimental apparatus 

histories at prescribed positions on the various component 
parts. Heat-flux values are then inferred from these 
temperature histories, using standard data-reduction tech
niques. With the shock-tunnel approach, one can 
simultaneously duplicate the turbine design point flow func
tion, the corrected speed, the stage pressure ratio, and the wall 
to total temperature ratio. Because of the limited flow dura
tion (on the order of 20 ms) and the clean nature of the flow 
environment, the instrumentation life is relatively long. 

The results reported here are part of a more extensive pro
gram for which detailed measurements have been performed 
for two turbines. The first of these is the Garrett Turbine 
Engine Company TFE 731-2 high-pressure turbine stage with 
an aspect ratio of approximately 1.5 and the results have been 
reported in [1-11]. The second turbine stage for which 
measurements have been obtained and are reported here is the 
Air Force/Garrett low-aspect-ratio (LART) turbine which has 
an aspect ratio of approximately 1.0. 
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Fig. 2 Sketch of turbine model

The intent of the work described in this paper was to per
form detailed heat-flux measurements with gages spaced
relatively close together, at distances on the order of
2.5 x 1O-3m (0.100 in.) over the meanline region of the vane
and blade. In the leading-edge region, the spacing was de
creased by a factor of more than two so that the stagnation
region distribution could be resolved. Several additional heat
flux measurements were obtained on the NGV endwalls, the
blade tip, and the blade platform. Along with the heat-flux
measurements, surface-pressure measurements were obtained
simultaneously at selected locations on the NGV for com
parison with the Garrett steady-stage rig results and for com
parison with the results of a three-dimensional flow prediction
performed using [12, 13].

Experimental Apparatus

The experimental apparatus sketched in Fig. 1 consists of a
0.20-m (B-in.) Ld. helium-driven shock tube with a 12.2-m
(40-ft) long driver tube and a 15.2-m (50-ft) long driven tube,
as a short-duration source of heated air, supplying the test
section device mounted near the exit 'Of the primary shock
tunnel nozzle. The receiver tank is initially evacuated to a
pressure of approximately 1 torr in order to minimize the in
itial resistance of the turbine wheel and to improve the flow
establishment characteristics of the model. A more complete
description of this facility is given in [11] and will not be
repeated here. The test-section device housing the LART stage
is sketched in Fig. 2 and consists of a forward transition sec
tion with a circular opening facing the supersonic primary
nozzle flow. This transition section is followed by a
360-annular passage containing the LART lIB NGV row
which has 24 vanes, the LART IIA rotor with 50 blades, and
an exit passage. A contoured nozzle is located at the end of the
exit passage and is used to establish the pressure ratio across
the turbine state. It is an iterative process to set this pressure
ratio usually requiring two or three runs. The forward bullet
nose houses a 100-channel slip ring unit. This is a high-speed,
low-noise unit having a maximum noise level of 25 J.Lvolts for
any individual ring. Experience with this unit has always
resulted in the noise level being substantially below the max-

---- Nomenclature

Fig. 3 Photograph of lART leadlng·edge Insert and pressure surface
inslrumenlalion

Fig.4 Photograph of heat·f1ux gage distribulion for lART NGV suction
surface

imum level. The aft bullet nose houses an air-driven motor
that is used to accelerate the turbine from rest to the desired
design speed just prior to initiation of the experiment and
prior to the arrival of the test-gas flow. The lead wires are
routed from the blades onto the disc where they are attached
to terminal strips, banded to the disc, and covered with an
epoxy cement. They are then routed to the forward portion of
the hollow drive shaft and then onto the slip ring connector
plug.

The heat-flux gage instrumentation used in this program
consisted of button-type gages on the rotor tip, the rotor
pressure surface, the rotor suction surface, the rotor platform,
the NGV hub endwall, and the NGV tip endwall. A
photograph of the button gage is shown in [11] and a descrip
tion of the construction technique is given in [B]. In addition
to the button gages, new instrumentation consisting of surface
contoured substrate sections onto which thin-film gages were
then painted was introduced for this measurement program in
the inlet vane leading edge, the vane pressure-surface, the vane
suction-surface, and the rotor leading-edge regions.

The LART instrumentation concentrated on the meanline
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Fig. 5 Pholograph ot LART rotor leadlng·edge insert and pressure sur·
tace instrumentation

Fig. 6 Photograph ot LART rotor suctlon·surface instrumentation

portion of the vane and the blade and on the tip endwall
region. Figure 3 is a photograph of the contoured leading-edge
insert and of the contoured pressure-surface insert for the
LART nozzle guide vane. In the leading-edge region, the gages
are painted on an insert that has been contoured to the airfoil
geometry. The technique used to construct this insert is
described in [8]. The gages on this insert are spaced approx
imately 1.0 x 10- 3 m (0.040 in.) apart starting at the geometric
stagnation point and continuing around both the pressure and
suction sides of the insert. The contoured pressure-surface in
sert, also shown on Fig. 3, contains thin-film gages that have
been painted at intervals of approximately 2.5 x 10- 3 m (0.100
in.) from the termination of the leading-edge insert to the trail
ing edge of the vane. An arrow points to one of the tip endwall
button gages located to the left of the pressure surface insert.

Figure 4 is a photograph of the NGV suction surface heat
flux gage distribution. For this region, a Pyrex strip was con
toured to the airfoil geometry and then the thin-film gages
were painted on the insert at intervals of approximately
2.5 x 10-3 m (0.100 in.) starting near the termination of the
leading-edge insert and continuing to a location near the trail
ing edge.

Figures 5 and 6 are photographs of the LART blade leading
edge insert and the button gage pattern on both the pressure
and suction surfaces. The spacing between gages used for the
blade instrumentation was very similar to that used for the
NGV airfoil. The button gages located in the tip of the blade
to the right of the insert in Fig. 5 are located with the call out.
There were ten gages located in the tip region of this blade.

At the same time that the heat-flux distributions were being
obtained, surface-pressure measurements were also obtained
at selected locations on the NGV portion of the stage. A more
detailed description of how the pressure measurement was per
formed is given later in the paper. In addition, the static
pressure upstream of the NGV and downstream of the rotor
was also measured.

110/Vo1.108, JULY 1986

Table 1 Experimental conditions

Column I Column II Column III

Operating
Point
Deduced

Initial by Garrett
Values from
Based on Calspan
Data and Design Measure-
Calculation Conditions ments

Physical weight flow,
Ibm/sec 28.0 27.33

Inlet area used in
Stanton Number, ft2 0.64

Flow function 6.65 6.39 6.49

Total temperature @
NGV inlet, oR 1001

Total pr~ssure @ NGV
inlet) psia 86.5

Mach number @ NGV
inlet 0.14

Wall temperature of
stage, oR 531

Wall enthalpy, Btu/Ibm 127.3

Inlet total enthalpy,
BtU/Ibm 241

Total pressure ratio
across stage 3.2 3.09 3.75

Reynolds number @
105NGV inlet 2.7 x

Reynolds number @
3 x 106NGV exit

V!VCR] exit 0.555 0.686

'"exit' deg -17.8 -27.5

f':.H/e, Btu/Ibm 31.6 35.0

N/ .ye; RPM 10,227 10,408 10,227

Experimental Conditions

Static pressure measurements across the stage are taken in
order to be able to arrive at a flow function setting that ap
proximates the turbine-stage design point. In order to
duplicate the design-point value, one must iterate between the
experiment and the design code. However, this process is not
always possible to do in an efficient way because of prior com
mitments on the part of one or both of the parties involved,
making it necessary to set an approximate operating point and
then to determine the more precise value at a later time. This
technique was used for the measurements reported here and is
the explanation for the third column of Table 1. The first col
umn gives the values determined while the measurements were
being performed. The inlet area, the wall temperature, the
static pressure at the NGV inlet, the static pressure ratio across
the stage (both hub and tip), and the total temperature are
measured values. The total pressure ratio across the stage is
calculated from the static pressures assuming a negligible in
fluence of swirl. The weight flow is calculated from the design
NGV throat area, the measured total temperature, and the
total pressure upstream of the vane. The inlet Mach number,
the Reynolds number, the flow function, and the inlet total en
thalpy are calculated from measured conditions. The rotor
speed is continuously measured.

The second column of Table 1 gives the design-point condi
tions for the turbine stage provided by the stage manufacturer.
Upon completion of the measurements, the values given in
column 1 and additional static pressure data were supplied to
the Garrett Turbine Engine Company and they in turn
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Fig. 7 Sketch of LART stage 

calculated the operating point condition given in column 3 of 
Table 1. 

Experimental Results and Predictions 

The experimental results given here are presented in the 
form of a Stanton number based on conditions at the NGV in
let which is evaluated using the relationship 

Inle' (JV/A)(H0-HW(T)) 
In equation (1), H0 is the real gas enthalpy determined from 

[14], q(T) is the heat flux evaluated for each thin-film gage 
accounting for the variable thermal properties of the 
substrate, Hw (T) is the real-gas wall enthalpy evaluated for 
each gage at the wall temperature corresponding to q (T), Wis 
the turbine weight flow, T is the thin-film gage temperature 
evaluated as a function of time at the sampling frequency, and 
A is a characteristic area (NGV inlet) of the turbine which is a 
constant value and is given in Table 1. The Stanton number 
written in equation (1) is commonly referred to as the 
equivalent cold-wall Stanton number. On all of the data plots 
presented here, the symbol will represent the mean value of the 
Stanton number and the bar will represent the standard devia
tion. If the bar does not appear on the plot, then the standard 
deviation falls within the symbol unless otherwise noted. 

The LART IIB stator used in this work had previously been 
used at Garrett and came with static pressure taps on the hub 
and tip end walls and oh the vane meanline. The taps are ap
proximately 6.0x 10 -4 m (0.027 in.) in diameter and are con
nected to an external piezoelectric pressure gage via hypoder
mic tubing. For the purposes of the short-duration 
measurements reported here, the tubing was cut off to the 
minimum possible length and the transducers were placed as 
close to the tap locations as possible. The pressure transducers 
used were either PCB piezoelectric Model 112M37 or Model 
113M12 with a resonant frequency in the range of 250 kHz. 
Although the hypodermic tubing significantly reduces the fre
quency response of the system, the gage output reaches steady 
state after a few milliseconds which is sufficiently rapid to ob
tain pressure data on the time scale of the experiment. 
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Fig. 8 Pressure distribution for LART IIB NGV meanline 
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Fig. 9 Measured pressure on LART NGV tip and hub endwall at 
midendwall location 

Figure 7 is a sketch of the LART stage configuration giving 
physical locations for the static pressure measurements. The 
stage is assembled so that the vane/blade spacing and the 
tip/shroud clearance are consistent with the values used in the 
engine assembly. On the left of Fig. 7 the inlet Mach number, 
total pressure, total temperature, and weight flow are 
tabulated. The static pressure values measured on the hub and 
tip endwall near the vane exit are given in the center of the 
sketch. The static pressure values measured just downstream 
of the rotor exit on the hub and tip endwall are also given as is 
the static pressure measured far downstream near the flow 
control nozzle. This latter pressure can be used along with the 
known geometry of the flow control nozzle to verify the 
calculated weight flow. 

Upon completion of the measurement program, Garrett 
personnel ran their version of the three-dimensional flow Den
ton code [12,13] to obtain the vane and blade pressure loading 
on the basis of the measured parameters given on Fig. 7, and 
granted permission to use the result here [15]. Figure 8 
presents a comparison among the NGV meanline pressure 
distribution measured in the Garrett long run-time facility 
[16], that measured in the Calspan short-duration facility, and 
the result of the Denton calculation noted above. This par
ticular version of the Denton code has a cusp in the leading-
edge region and closure in this region is difficult to obtain. At 
the trailing edge, closure is better but still not complete. 
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However, for the purposes of this comparison and for input to 
the relatively crude flat-plate calculations to be performed, the 
calculation is satisfactory. The Garrett pressure distributions 
were measured for two values of pressure ratio, 0.527 and 
0.437. The Calspan measurements were performed at a condi
tion closer to the 0.527 case. On the pressure surface, the 
agreement among the steady-state data, the short-duration 
data, and the calculation is excellent. On the suction surface, 
the agreement between the steady-state and short-duration 
facility results is good, but the corresponding agreement with 
the calculation is not as good as it was for the pressure surface. 
However, this surface is more difficult to calculate and in 
general the agreement is satisfactory. It was noted earlier that 
limited pressure data were taken on the NGV tip and hub end-
wall at the midendwall location and these results are presented 
in Fig. 9. The corresponding Garrett rig data were not 
available for comparison nor was the prediction. The most ob
vious feature of Fig. 9 is the strong acceleration on the hub 
endwall by comparison with the tip endwall. The feature of 
the pressure loading was anticipated from design considera
tions. Figure 10 presents the Denton code prediction for the 
blade meanline obtained for the experimental conditions as 
noted above. The lack of closure at the leading edge of the 
blade is somewhat greater than was shown for the vane and is 
again due to the cusp leading-edge approximation. However, 
for the purpose of obtaining a pressure loading that could be 
used to estimate the vane and blade Stanton number distribu
tions for these experimental conditions, the calculation is 
adequate. 

Figure 11 presents: (1) the Stanton number distribution ob
tained using equation (1) and the experimental data, and (2) 
the calculated flat-plate laminar and turbulent boundary-layer 
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values for the LART NGV meanline. The Stanton numbers 
are presented as a percentage of wetted surface distance for 
both the suction and pressure surfaces. This NGV row con
tains vanes that have a contoured leading edge insert, a con
toured strip insert on the pressure surface and a contoured 
strip insert on the suction surface (see Figs. 3,4). The extent of 
both the leading edge insert and the contoured strips is noted 
on Fig. 11. The contoured strip inserts on the pressure and 
suction surfaces are installed so that a single passage is 
instrumented. 

The solid lines presented on the pressure distribution plot of 
Fig. 8 were used to calculate the turbulent and laminar bound
ary layer flat-plate results using the equations given in [17] and 
these results are also shown on Fig. 11. In evaluating the heat-
transfer coefficient necessary to calculate the local Stanton 
numbers, the values of T0, T„, W, A, H0, and Hw given 
in column 1 of Table 1 were used. The thermal conductivity 
and viscosity were evaluated at the reference temperature and 
the density was evaluated at the local pressure and the 
reference temperature. The local velocity is evaluated for the 
value of Mcrit calculated at the local pressure ratio. The wetted 
distance is measured from the geometric stagnation point. In 
the computation of the flat-plate Stanton number for the 
NGV, the following values were used: rrer = 766 R, Ar=2.0 X 
10-2 Btu/ft-hr-R, Pr = 0.696, and /i= 1.6 x 10"s lbm/ft-s. 

The peak in the measured Stanton number distribution oc
curred on the pressure surface at about 2 percent of wetted 
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distance. The Stanton number falls rapidly on the suction side 
until at 6 percent wetted distance a steep increase occurs. The 
gage that recorded this increase and the succeeding two gages 
were located on the insert. The insert was a highly polished 
surface made of Pyrex and has been carefully contoured to the 
leading edge profile. The pressure distribution given in Fig. 8 
indicates that the flow over the suction surface is accelerating 
rapidly in this region. The behavior of the measured Stanton 
number distribution suggests that boundary-layer transition 
occurs in the vicinity of 6 percent wetted distance. The data 
obtained on the insert are shown to blend smoothly with those 
obtained on the contoured strip insert. Unfortunately, the 
gage at 15 percent wetted distance was damaged. The pressure 
distribution presented in Fig. 8 indicates that at about 37 per
cent wetted distance the local flow becomes sonic on the suc
tion surface and the gradient in pressure begins to change 
from strongly negative to zero then becomes positive at ap
proximately 60 percent wetted distance. The Stanton number 
distribution reflects this trend in that at about 30 percent the 
slope of the Stanton number distribution changes and ap
proaches a nearly zero slope and remains so until about 60 per
cent wetted distance. At this 60 percent location, the standard 
deviation becomes relatively large and is followed by a signifi
cant decrease in Stanton number. A large standard deviation 
usually suggests that the flow in the local region is very sen
sitive to changes in the immediate vicinity. Note that the stan
dard deviation for locations prior to 60 percent is relatively 
small and that beyond 60 percent the standard deviation falls 
within the symbol. The left-hand side of Fig. 11 presents the 
pressure surface Stanton number distribution as a function of 
wetted surface distance. On the pressure surface, the Stanton 
number falls by a factor of approximately two over the initial 
11 percent of wetted distance, but then levels out and begins a 
slowly increasing trend toward the trailing edge. The relative 
locations of the leading-edge insert gages and the contoured 
strip insert are clearly noted on the figure. The trend of the 
data obtained using the separate inserts is to blend nicely 
together. The pressure-surface pressure distribution given on 
Fig. 8 suggests that the flow acceleration is very slow over the 
initial 50 percent of the vane pressure surface, but accelerates 
rapidly between 70 percent and 85 percent. This acceleration 
begins to slow noticeably beyond 85 percent. The Stanton 
number distribution reflects a similar trend after the initial 
decay within the first 11 percent wetted distance. 

The Denton code-predicted pressure loadings presented in 
Fig. 8 were used to calculate the turbulent and laminar bound
ary layer flat-plate distributions shown on Fig. 11. This 
calculation is a local flat-plate calculation that is initiated at 
the geometric stagnation point with an initial zero boundary-
layer thickness in the manner described in [17]. On the suction 
surface of the vane, the turbulent flat-plate calculation is a 
reasonable approximation to the experimental data over the 
first 10 percent of wetted surface. Between 10 percent and 60 
percent, the prediction falls below the data by about 30 per
cent but comes significantly closer to the data from 65 percent 
wetted distance to the trailing edge. By comparison, the 
laminar boundary-layer prediction is far below the data, 
becoming worse as the distance from the leading edge in
creases. The turbulent boundary layer flat-plate prediction for 
the pressure side underpredicts the data over the entire suction 
surface. Over the initial 50 percent, the prediction is almost a 
factor of two below the experimental data and beyond 50 per
cent wetted distance it comes closer but is still well below the 
experimental data. The laminar boundary layer flat-plate 
prediction is almost an order of magnitude below the data 
over the entire surface, suggesting that the extent of the 
laminar boundary layer on the pressure surface is very limited. 

Figures 12 and 13 present the Stanton number distributions 
for the NGV hub and tip endwalls, respectively. The data con
tained on these plots are for locations near the pressure sur-
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face, the midendwall region, and near the suction surface. The 
term "near the surface" means that the gage was on the end-
wall at a location generally on the order of 1.8 x 10~3 m (0.070 
in.) from the intersection of the vane with the endwall. Over 
the initial 60 percent of wetted distance on both the hub and 
tip endwalls, the Stanton number was relatively uniform. At 
about 60 percent, the measured value near the pressure surface 
begins to increase reaching a peak value near 81 to 86 percent 
of wetted distance. The endwall predicted pressure loadings 
are not available to aid in interpretation of the heat transfer 
data and only a few measured pressures for the midendwall 
region (see Fig. 9) were available. However, the vane hub and 
tip pressure loadings calculated using [12, 13] were available 
for both the pressure and suction surface. The calculation 
predicted sign changes in the pressure gradient in the vicinity 
of where the peak in the Stanton number was observed. 

Heat-flux measurements were obtained on the LART IIA 
rotor. One of the blades had a contoured leading-edge insert 
as shown in the photograph of Fig. 5. The remainder of the 
heat-flux gages on the pressure surface, the suction surface, 
and the tip region of the blade were button-type gages. Except 
for the leading-edge region the small button gages were used 
on the blade because of the interest in time resolving local 
events taking place during wake and passage cutting. The ex
tremely small dimensions of the thin-film on the button per
mit resolution of local events. Figure 14 presents the blade 
Stanton number distribution as a function of wetted surface 
distance and denotes the extent of the leading-edge insert. The 
calculated meanline blade pressure loading given in Fig. 10 is 
helpful in the discussion of the blade heat-transfer results. 
This pressure distribution in conjunction with the other output 
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of the code was used to calculate the local flat-plate laminar 
and turbulent boundary layer predictions that are also includ
ed on Fig. 14. 

The peak Stanton number on the blade occurred at approx
imately 3.5 percent wetted distance on the pressure surface. As 
in the case of the vane, wetted distance is measured from the 
geometric stagnation point. It is not surprising that the peak 
occurred at this location because the LART IIA rotor is 
designed to have a + 10 deg incidence angle at the midline and 
at the hub and 0 deg incidence at the tip. The suction surface 
Stanton number falls off rapidly until approximately 8 percent 
wetted distance, where a relatively sharp increase occurs 
followed by a correspondingly sharp decrease. Reference to 
the pressure loadings of Fig. 8 illustrates that in the region be
tween 8 and 22 percent wetted distance, the pressure gradient 
changes from negative to zero, to positive, and back to 
negative. The behavior of the heat-transfer data appears to be 
related to the local flow situation. At about 30 percent wetted 
distance the local flow becomes sonic and a significant disrup
tion in the Stanton number distribution is observed. The large 
standard deviation at this location is associated with a rapidly 
changing local flow environment and is felt to be indicative of 
boundary-layer transition. At about 70 percent wetted 
distance another rapid change in the sign of the pressure gra
dient occurs followed by a rapid change in the Stanton number 
distribution. Beyond 70 percent wetted distance, the blade 
becomes uncovered and strange events are known to occur. 
Further, the density of heat-flux gages beyond 70 percent 
decreased and detailed data were not available. 

On the blade pressure surface, the Stanton number falls 
from a maximum at 3.5 percent wetted distance to a minimum 
at about 25 percent wetted distance. The calculated pressure 
loadings given in Fig. 8 indicate that the pressure-surface 
pressure gradient from the leading edge to about 20 percent is 
positive, becoming zero at about 25 percent and then becom
ing negative over the remainder of the surface. A noticeable 
increase and subsequent decrease in Stanton number occurs in 
this region of the pressure-gradient activity. The pressure gra
dient becomes noticeably more negative at about 70 percent 
wetted distance which also corresponds to a noticeable change 
in the Stanton number distribution. The pressure-surface flow 
does not become sonic until a location beyond the limit of the 
instrumentation coverage. 

Also included in Fig. 14 are the turbulent and laminar 
boundary-layer local flat-plate predictions. The equations 
used to perform these calculations are described in [17], The 
local flow parameters used in the heat-transfer calculation 
were taken from the results provided in [15]. The boundary 
layer is started at the geometric stagnation point with an initial 
thickness of zero. The rotor heat-transfer calculation utilized 
the calculated relative temperature in calculating q (T„) and in 
evaluating the local properties in calculating the heat-transfer 
coefficient from the equations given in [17]. The Stanton 
number was normalized by H0 —Hw (T„) to be consistent with 
the data presentation. 

On the suction surface, the turbulent boundary-layer 
prediction exceeds the data over the entire surface. The data 
suggest that boundary-layer transition occurs in the vicinity of 
40 percent wetted distance. After transition, the prediction is 
closer to the data, but it is still high by a factor of almost two. 
By contrast, the laminar prediction is in reasonable agreement 
with the data up to about 5 percent wetted distance but it falls 
substantially below the data beyond 5 percent wetted distance. 
What appears to be a separation bubble occurring at about 8 
percent wetted distance influences the agreement between the 
laminar prediction and the data. For the pressure surface of 
the blade, the turbulent boundary-layer prediction is for
tuitously close to the experimental data over the entire surface. 
The same general calculation technique was used to obtain the 
comparison presented in Fig. 11 for the vane and in that case 

the predicted Stanton numbers were significantly below the 
data. However, it should be noted that a similarly good com
parison for the blade was illustrated in [11] for the Garrett 
TFE 731-2 HP turbine. The laminar boundary-layer predic
tion is significantly below the experimental data suggesting 
that the blade pressure surface boundary layer was turbulent 
over most of the surface. 

Button gages were placed at ten locations in the blade tip 
region and at three locations on the platform. Figure 15 
presents the Stanton number distribution for both of these 
regions. The tip clearance for which these measurements were 
obtained was 1.0 x 10 ~3 m (0.039 in.). As anticipated on the 
basis of previous measurements using a different turbine [6], 
the tip region Stanton numbers were found to be larger than 
the platform values. The distribution of tip Stanton number 
was found to be reasonably uniform with a tendency to 
decrease toward the trailing edge. By comparison with the 
blade meanline data presented in Fig. 14, both the platform 
and the tip Stanton numbers are substantial, being com
parable with the stagnation-region data. 

Conclusions 

Detailed heat-flux measurements have been obtained for the 
Garrett low-aspect-ratio turbine (LART) stage. These heat-
flux values are used to calculate a Stanton number based on 
inlet flow conditions. Values of the inlet Stanton number are 
then presented for the meanline beginning at the leading edge 
of the NGV and continuing to near the trailing edge of the 
blade. The peak meanline value for the vane occurred at ap
proximately 2 percent wetted distance on the pressure surface 
side. Boundary-layer transition occurs at 6 percent wetted 
distance on the suction surface side of the vane. The pressure 
surface boundary layer appears to be turbulent from near the 
leading edge all the way to the trailing edge. A turbulent 
boundary layer flat-plate prediction underestimates the data 
by a maximum of 30 percent on the suction side of the vane 
and underestimates the data for the early portion of the 
pressure surface by as much as 100 percent. The laminar 
boundary layer flat-plate prediction does not approximate the 
data on either surface of the vane except for very small wetted 
distances on the suction surface. For the blade, the peak Stan
ton number occurred at approximately 3.5 percent wetted 
distance on the pressure surface. The flat-plate prediction does 
a reasonably good job of correlating the data for the pressure 
surface of the blade, but it does not do nearly as well on the 
blade suction surface. 
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Laminar and Transitional Boundary 
Layer Structures in Accelerating 
Flow With Heat Transfer 
The accurate prediction of heat transfer coefficients on cooled gas turbine blades re
quires consideration of various influence parameters. The present study continues 
previous work with special efforts to determine the separate effects of each of 
several parameters important in turbine flow. Heat transfer and boundary layer 
measurements were performed along a cooled flat plate with various freestream tur
bulence levels (Tu = 1.6-11 percent), pressure gradients (k = 0-6xl0~6), and cool
ing intensities (Tw/T„ =1.0-0.53). Whereas the majority of previously available 
results were obtained from adiabatic or only slightly heated surfaces, the present 
study is directed mainly toward application on highly cooled surf aces as found in gas 
turbine engines. 

Introduction 
The accurate prediction of heat transfer coefficients on the 

external surfaces of highly cooled gas turbine blades is a domi
nant factor for reliable blade-cooling design. Numerical 
calculation procedures for predicting airfoil boundary layers 
and heat transfer along blade surfaces must consider various 
influence parameters such as freestream turbulence, pressure 
gradients, wall-to-freestream temperature ratio, surface 
roughness, and surface curvature. The development and ap
plication of such numerical codes, commonly based on finite 
difference techniques and/or integral methods [1], requires ex
tensive and reliable experimental data to illustrate and quan
tify effects of the influence parameters both on heat transfer 
and on boundary layer structures. 

Previous analytical and experimental studies, aimed at 
separating the effects of influence parameters for gas turbine 
flow, have concentrated on idealized, nearly isothermal flat 
surface measurements to investigate the influence of 
freestream turbulence and pressure gradients (primarily ac
celeration) on boundary layer and heat transfer development 
[2-8]. These studies indicate that the primary effect of an in
crease in freestream turbulence is the upstream displacement 
of the onset of transition. Negative pressure gradients (i.e., ac
celeration) are shown to stabilize the laminar boundary layer 
and they tend to counteract the effect of freestream tur
bulence. Thus acceleration may, depending on its strength, 
result in a delay of transition onset and in an increase of tran
sition length. In addition to the influence of pressure gradients 
on boundary layer transition, relatively strong effects of such 
gradients on local laminar and turbulent heat transfer rates 
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have also been observed. With respect to the influence of 
freestream turbulence, the effects are more pronounced in tur
bulent boundary layer regions than in laminar boundary 
layers. Laminar flow is only affected when the boundary layer 
is additionally submitted to favorable pressure gradients. 
Under these conditions heat transfer rates are slightly in
creased by freestream turbulence [4]. The effects of freestream 
turbulence on turbulent boundary layer profiles lead to slight
ly fuller profiles and higher turbulence levels resulting in 
higher momentum thicknesses, smaller form parameters and 
increased heat transfer as well as skin friction coefficients [3, 
5, 6]. The effects are more evident when turbulent boundary 
layers of the same momentum thickness Reynolds number are 
compared. With respect to the influence of turbulence intensi
ty at the same streamwise location, the effects are partially 
offset by upstream displacement of transition. 

A more recent work [9] has provided fundamental insights 
on boundary layer development and heat transfer 
characteristics for flows with wall cooling added to high 
freestream turbulence and intense negative pressure gradients. 
This study has shown experimentally that boundary layer tran
sition process and freestream turbulence effects in turbulent 
boundary layers are not changed by even strong wall cooling 
intensities. However, wall cooling itself produces an increase 
in local heat transfer rates, which is different in laminar and 
turbulent boundary layer flows. 

In continuing this previous study, the present work has been 
directed toward acquisition of more detailed information on 
the transitional boundary layer, including the combined in
fluence of freestream turbulence, pressure gradients (i.e., ac
celeration), and wall cooling. Special emphasis is placed on the 
laminar-turbulent transition process. The experiments 
described in this paper were performed at freestream condi
tions similar to those found in gas turbine applications. 

Freestream velocities up to 150 m/s, temperature ratios 
0.53 <T„/Ta, < 1.0 and freestream turbulence levels of 0.016 
< Tu < 0.11 were chosen. The maximum pressure gradient 
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Experimental Apparatus and Diagnostics 

The test section used for the experimental analysis of the 
boundary layer and heat transfer characteristics is shown in 
Fig. 1. The test section itself consists of a 440 x 125 mm cop
per plate which is divided into 28 insulated segments. Each of 
the segments is cooled separately to ensure a constant plate 
surface temperature. The heat flux within the cooled segments 
is derived from one-dimensional heat condition analysis, i.e., 
from the temperature difference determined by thermocouple 
measurements in the segments. The results are supported by 
finite element heat conduction calculations and enthalpy 
balances within the boundary layer. The local Stanton number 
is readily obtained from the local heat flux. To ensure a 
laminar starting boundary layer, the leading edge, which is un-
cooled for the first 15 mm, has an elliptical profile, and suc
tion of the entering boundary layer is applied. The two dimen
sionality and the laminar form of the starting boundary layer 
were confirmed by detailed profile measurements. Variation 
of the freestream turbulence is accomplished by calibrated tur-

x [m] 

Fig. 2 Freestream velocity and acceleration parameter ft (flow condi
tions 6 and 8, Table 1) 

bulence grids located 170 mm upstream of the plate's leading 
edge [1]. 

The freestream turbulence is determined by laser-Doppler 
anemometry as already described in detail in an earlier paper 
[10]. Pressure gradients along the plate are achieved by con
toured upper channel walls. Two different acceleration 
parameter distributions of 

k=-
' dx (1) 

were chosen as illustrated in Fig. 2. The strong variations of 
k(x) with contour 2, which is the closer to actual gas turbine 
practice, are evident with £max approximately 5.7 x 10~6. Con
tour 1 produces smaller and more uniform acceleration 
parameters. 

N o m e n c l a t u r e 

/ Z 
%'cfo ~ 

Ha = 
L" = 

k = 
IT = 
"•max 

Pr = 
q = 

Re, = 
Re2 = 

Re, 

St 

T 
Tu 

Tun 

skin friction coefficient = 2rH,/p0O»w^0 

skin friction coefficients without freestream 
turbulence 
shape factor = 81 /82 

dissipation length = 
-{u'2y/2/[u'(d/dx)(u'2)\ 
acceleration parameter 

= characteristic value of k for contour 2 
= molecular Prandtl number 
= heat flux 
= Reynolds number in ua 'x/v„ 
= Reynolds number based on momentum 

thickness = w00»52/>'oo 
= Reynolds number based on plate length and 

freestream conditions at the leading edge 
= Stanton number = qw/p(x'Ua>'Cp 

• ( T ' r o o — T„), based on local freestream condi
tions; cp = specific heat 

= temperature 
= local freestream turbulence 

-4 (u'2 + v'2 + w'2)/ua 

freestream turbulence at the leading edge 

u',v',w' = velocity fluctuations (« ' , c' = measured, 
c' = w') 

uT = skin friction velocity = *Jrw/pw 

x = distance from the leading edge 
y = distance from the wall 

y+ = normalized wall distance=j'«ur/c1(, 
H + = U/UT 

p = density 
5 = boundary layer thickness 

82 = momentum thickness = 

j o (p'U)/{Pa,•«„)•(! -u/u„)dy . 

§! = displacement thickness = 

j o ( l - ( P ' K ) / < P . ^ „ ) ) 4 ' 

8'{,&'i,H'l2 = kinematic values of 8lt d2, Hi2 (p = const) 
v = viscosity 
f = uncooled starting length of plate 

Subscripts 

u = velocity 

00 

w 
t 

freestream 
wall 
total 
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Fig. 3 Influence of freestream turbulence on heat transfer and bound
ary layer transition (flow condition 2-4, Table 1) 

Detailed boundary layer measurements were obtained in 
planes located 120, 220, 320, and 420 mm from the leading 
edge. Both pitot tube and total temperature measurements 
were made. The pitot tube total pressure profile was corrected 
following McMillan [11]. Turbulent skin friction was derived 
using the Preston technique [12] and additionally utilizing the 
law of the wall as shown in equation (2) 

" l i — = In 
ur 0.41 

( ^ ) + 5 . 1 ; uT = JrJp (2) 

Only small discrepancies of less than 3 percent between the 
two techniques were observed. For the cooled plate in a hot 
gas flow, properties were calculated using the reference 
temperature scheme following Holmes and Luxton [13], The 
application of the reference temperature for skin friction 
determination is confirmed by optical measurements of veloci
ty profiles and turbulence structures in highly cooled turbulent 
boundary layers [14, 15]. 

Data acquisition is accomplished with the aid of a 
Scanivalve and Relay-multiplexer, both controlled by a 
minicomputer (PDP-11/34) as indicated in Fig. 1. More 
detailed information about the experimental setup and 
measurement techniques is available in [1]. 

Experimental Conditions 

The experimental conditions imposed in the present study 
are summarized in Table 1. The wall temperature was kept 
nearly constant, and the freestream temperature was adjusted 
to vary the surface-to-freestream temperature ratio. Tur
bulence intensities were imposed on each of the freestream 
conditions by utilizing different turbulence grids with cylin
drical bars. The resulting intensities Tuu varied from 1.6 to 11 
percent at the leading edge of the plate. The turbulence decay 
behind the grids agreed fairly well with those observed by 
Baines and Peterson for constant freestream velocity flow 
[16], whereas in accelerating flow the decay was more intense. 
Detailed information about the present freestream turbulence 
structures including a check of turbulence isotropy has already 
been given [1, 9]. 

Results and Discussion 

Heat Transfer and Boundary Layer Transition. The heat 
transfer measurements without pressure gradient reveal the in
fluence of freestream turbulence and wall cooling on bound
ary layer transition and heat transfer rates. The results are 
shown in Figs. 3 and 4. Figure 3 shows the variation of transi
tion onset induced by different freestream turbulence inten
sities for a highly cooled boundary layer {Tw/Ta, =0.64). The 
onset of transition is defined as indicated for Tu0 = 1.6 per
cent. Increasing the turbulence level Tu0 up to 8.7 percent 
leads to an upstream displacement of transition toward the 

Fig. 4 Momentum thickness Reynolds numbers at the beginning and 
end of transition 

leading edge. In the turbulent boundary layer regions tenden
cies toward higher Stanton numbers can also be observed, 
whereas in the unaccelerated laminar flow (see Tu0 = 1.6 and 
2.3 percent) turbulence effects seem to be negligible. In tur
bulent regions the effects at local streamwise position are par
tially offset by the upstream movement of transition. Because 
of this, information is best derived by comparing turbulent 
boundary layers at the same value of a boundary layer 
parameter, such as momentum thickness Reynolds number. 
Such comparison will be shown in Figs. 10-12 below. 

For determining the additional effects of wall cooling on 
boundary layer transition, systematic comparisons were per
formed with transition data obtained by previous investiga
tions in adiabatic flow (as summarized in [2]). In terms of the 
local Reynolds number Re^, based on streamwise position and 
freestream viscosity, transition was observed to begin at the 
same value of Rex in both cooled and uncooled boundary 
layers at corresponding values of freestream turbulence (com
pare [1]). 

Figure 4 illustrates boundary layer transition data more 
generally by analyzing Reynolds numbers based on momen
tum thickness at both the beginnning and end of transition. 
The momentum thickness Reynolds numbers were derived 
from laminar boundary layer measurements as described in 
[1]. The new results, including wall cooling, show close agree
ment with available transition data for isothermal flows ob
tained by Hislop, Brown and Burton, Martin et al., Wells, and 
Abu-Ghannam and Shaw (compare [2]). As no additional 
delay of boundary layer transition induced by wall cooling can 
be observed, it can be concluded that freestream turbulence is 
dominant over the stabilizing effect of wall cooling. The 
stabilizing effect of cooling is postulated by boundary layer 
stability theory, at least in flows without freestream tur
bulence. At high turbulence intensities (above 5 percent), 
onset of transition occurs very close to the leading edge at very 
low Reynolds numbers. In contrast, the previous investiga
tions included in Fig. 4 indicate existence of a minimum 
Reynolds number for the beginning of transition of about 
Re2 ~ 160. It can be hypothesized that this different result in 
the present investigations is associated with the very thin 
leading edge of the present test plate (2 mm thick), providing 
the beginning laminar boundary layer with greater sensitivity 
to disturbances from freestream turbulence. The previous in
vestigations, in contrast, were performed with thick leading 
edges, which tend to impose a stabilizing effect on the starting 
boundary layer through the superposed acceleration of the 
flow around the test plate nose. It should be noted that thin 
leading edges are very often a typical feature of actual gas tur
bine flow. 

Influence of Wall Cooling. Figure 3 also compares the 
measured Stanton numbers at Tw/Ta,= 0.64 with relations 
given by Kays [17] for laminar and turbulent heat transfer in 
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Fig. 6 Laminar boundary layer profiles for varying cooling intensities 

nearly isothermal flow. For laminar boundary layers the 
measured Stanton numbers with wall cooling are higher by ap
proximately 16 percent, a relatively large wall-cooling effect 
which is also confirmed at both higher and lower temperature 
ratios (Tw/T„=0.& and 0.53, see also Fig. 5). This result is 
also supported by the measurements with pressure gradient 
[9]. In analyzing these effects by modifying Kays' relation (see 
also [9]) the temperature dependency of laminar heat transfer 
was derived as shown in Fig. 5. The results of the 
measurements agree fairly well with a cooling dependency 
described by the factor (T^/T^) - 0- 2 5 , whereas the informa
tion available from literature, e.g., [20], based exclusively on 
theoretical considerations, suggests a smaller dependency pro
portional to ( r „ , / r „ )~ 0 0 7 as shown in Fig. 5. It should be 
noted that applying the Eckert reference temperature scheme 
on laminar heat transfer correlations leads to the same smaller 
temperature dependency and therefore also underpredicts the 
experimentally obtained wall cooling effect. The unexpected 
high laminar heat transfer increase due to wall cooling is likely 
caused by property variations producing modifications in the 
structure of the boundary layer profiles. Figure 6 illustrates 
such structural influences of the temperature ratio Tw/T„ on 
laminar velocity profiles. The data are plotted in normalized 
Blasius coordinates with temperature ratios varying from 
T„/T„ = 1.0 to 0.53. As can be seen from Fig. 6, the velocity 
profiles are changed to a fuller shape by increased cooling in
tensity. This effect is accompanied by steeper wall gradients 
and a systematic decay of the kinematic profile shape 
parameter H"l2 from //'/2 = 2.55 for the isothermal flow to 
H'{2 = 2.39 for the case with the most intense wall cooling 
(T„/T„ =0.53). The steeper wall gradients are responsible for 
higher skin friction and heat transfer rates. It should be noted 
that applying the Levy transformation method [19], as 
described in [1], leads again to a full agreement with the 
isothermal Blasius solution for profiles at all different 
temperature ratios. 

However, utilizing a mean viscosity to calculate the t\ coor
dinate (Fig. 6), as suggested by the Eckert reference 

30 
Tu„ = 8.1 V. 

T « / I „ = 1.0 

10' yut io' 

Fig. 8 The influence of wall cooling on the logarithmic law of the wall 

temperature scheme, still reveals discrepancies between the 
profile measurements and the Blasius solution. This 
discrepancy is consistent with the observation of Fig. 5, where 
the Eckert reference temperature method yields too small in
creases in heat transfer rates. 

Experimental results revealing the influence of wall cooling 
on turbulent boundary layers are presented in Figs. 7 and 8. 
Figure 7 quantifies the temperature influence on turbulent 
skin friction coefficients for flows with constant freestream 
turbulence. The data are plotted against momentum thickness 
Reynolds numbers. A steady increase of skin friction coeffi
cients with decreasing Tw/Ta was observed, with a maximum 
measured increase of 18 percent when temperature ratio was 
reduced to T^/T^, =0.53. It should be noted that these cooling 
effects appear independent of the level of freestream tur
bulence, and this was confirmed by the measurements at lower 
and higher turbulence intensities. Utilizing the well-known 
relation for cy in isothermal flow (where A is a factor depen
dent on turbulence intensity) 

Cf=A> Re, (3) 
and applying a reference temperature scheme as suggested by 
Back and Cuffel [18] yields the following cooling dependency 
of skin friction coefficients 

- / ( 2 ) ' 
V i + r , y r / 

(4) 
- / <7 \ v / 7 o o = 1.0) 

This theoretical result, presented in Fig. 7 by the solid lines, 
shows close agreement with the experimental results. Equation 
(4), therefore, provides a simple method for calculating cool
ing effects. In addition, it can also be used for predicting the 
influence of wall cooling on heat transfer rates, because the 
Reynolds-analogy factor, 2*St/cf, was observed to be con
stant within a mean value of 1.1. The analogy factors, 
published in an earlier paper [9], are independent of both 
freestream turbulence and wall cooling intensity. 

Boundary layer profiles corresponding to the skin friction 
coefficients of Fig. 7 are presented in Fig. 8. They describe the 
influence of varying wall cooling on the logarithmic law of the 
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wall. The main effect of wall cooling is higher velocity values 
at the same normalized wall distance y +. 

Additionally, the logarithmic region seems to begin at 
greater distances from the wall and the profile gradients in the 
log law region are also slightly increased. In comparing these 
profiles with the analytical solution of Rotta [21] for the law 
of the wall, quite good agreement is observed as shown in the 
figure. Rotta's solution is based on the assumption that only 
the property variations across the boundary layer are of im
portance and therefore no changes in turbulence structure are 
responsible for the wall cooling effects. The good agreement 
with the present experimental results confirms this 
assumption. 

Figure 9 provides a final survey on the influence of cooling 
on integral boundary layer profile parameters such as 
displacement thickness, momentum thickness, and shape fac
tors. In Fig. 9 these parameters are normalized by their 
kinematic, i.e., incompressible, values. The data reveal a 
growth of the momentum thickness with reducing temperature 
ratio. In conjunction with this increase of momentum 
thickness, the displacement thickness decreases strongly, 
finally leading to a decay of the shape factor Hl2/H'{2. It 
should be mentioned that despite quite fundamental dif
ferences between laminar and turbulent boundary layer struc
tures, the property influences due to wall cooling on the 
momentum thickness are quite similar in both cases (Fig. 9). 

Influence of Freestream Turbulence. Detailed informa
tion on the influence of freestream turbulence on turbulent 
boundary layer characteristics was derived from careful 
boundary layer measurements as shown in Figs. 10-12. 

The investigations were performed both in isothermal and 
nonisothermal flows in order to clarify the additional effect of 
superposed wall cooling. The initially measured boundary 
layer profiles revealed a more full shape at higher turbulence 
intensities, resulting in steeper profile gradients close to the 
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wall and in increased boundary layer thicknesses as well. In 
logarithmic u+, y+ coordinates, the logarithmic law of the 
wall is unaffected by freestream turbulence according to 
results of previous investigations for isothermal flows (see for 
instance [3, 5, 29]). The influence of freestream turbulence 
was restricted to a reduction of the size of the wake region at 
the outer edge of the boundary layer. This was observed in 
flows both with and without wall cooling and in both 
temperature and velocity profiles [1, 6]. 

The deformation of the turbulent velocity profile induced 
by freestream turbulence can be quantitatively expressed by 
normalizing the kinematic shape factors Hu

n with corre
sponding values for zero freestream turbulence flow, as shown 
in Fig. 10. The data in Fig. 10 include all the measured tur
bulence levels and temperature ratios in order to derive addi
tional effects of wall cooling. The shape factors for the bound
ary layer without freestream turbulence were taken from the 
experimental results of Murlis [22]. The effects of freestream 
turbulence are reflected in a decrease of the shape factor, 
which is correlated by the analytical solution of Green [23] for 
local turbulence levels up to 4-5 percent. Above 4 percent tur
bulence the data show an asymptotic tendency toward a con
stant value of H'{2/H"t20 = 0.93. This confirms the suggestion 
of Robertson and Holt [24], also shown in Fig. 10, and in
dicates that the end of the influence of freestream turbulence 
on profile deformation has been reached in the present ex
periments. It should be emphasized that the shape factors do 
not reflect an independent influence of wall cooling, which 
leads to the conclusion that freestream turbulence produces 
the same changes in profile shape with and without cooling. 

In comparing turbulent skin friction for the boundary layer 
profiles with momentum thickness Reynolds numbers over the 
range 500-2000, typical for those encountered in gas turbine 
applications, the influence of freestream turbulence intensity 
as given by Simonich and Bradshaw [5] is largely confirmed, 
as shown in Fig. 11(a). Cy is the temperature-corrected skin 
friction using equation (4) combined with 

C /o=0.024.Re2-°-25 (5) 

Cf for turbulence free main flow was derived from averaging 
the nearly identical data of Murlis [22], Wieghard (see [22]), 
and Coles [25]. As our detailed LDF measurements [15] con
firm the validity of the applied temperature correction for 
reference skin friction, no additional influence of wall cooling 
is evident (Fig. 11). 

Following the analysis of McDonald and Kreskovsky [26] 
and the reasonings of Hancock and Bradshaw ([27, 28], com
pare also [3]) additional Reynolds number and length scale ef
fects should be considered in determining the influence of 
freestream turbulence on turbulent boundary layers. 

For low Reynolds numbers, Re2<5000 as for the present 
study, Reynolds number influences are expected to reduce tur
bulence effects. For taking such additional influences into ac
count, a nonlinear Reynolds number dependent correction for 
the measured rates of skin friction increase, derived by Blair 
[3], was applied as shown in Fig. 11(b). In comparison with 
Fig. 11(a) the data scatter has been significantly reduced by in
corporating the Re2 dependency, which can be considered as a 
confirmation of the existence of Reynolds number effects. 

To further explore the influence of freestream turbulence 
structure, characteristic dissipation length scales Lu

e were 
derived from the decay of the u component of freestream tur
bulence. Following Bradshaw [28], the impact of freestream 
turbulence should reach a maximum when L"e is in the order of 
the boundary layer thickness 5, whereas for higher ratios of 
L"e/h the effects would be expected to diminish. The present 
data (compare also [1]) cover a range of 1.0<L^/5<3.0. 
Therefore, length scale influences might also be expected. 

Hancock [27, 28] developed a correlation of these length 
scale effects on skin friction increase. Blair [29] improved the 

correlation by combining length scale and Reynolds number 
effects; the latter is used in Fig. 12 for depicting the skin fric
tion coefficients of the present experiments. The agreement 
between the present results and Hancock's curve is quite 
acceptable. 

The present results fit well within the scatter of all previous 
data, which are indicated by the shaded section around the 
correlation curve (compare [29]). The agreement was, 
however, primarily achieved by the included Reynolds number 
correction factor j3. Neglecting this factor (i.e., /3=1 as for 
very high Reynolds numbers) the agreement was worse. This 
leads to the conclusion that for the present range of Reynolds 
numbers up to Re2 = 2000, Reynolds number effects dominate 
over length scale effects with respect to the influence of 
freestream turbulence. Therefore the analytical solution, 
derived in Fig. 11(6), provides a simpler yet adequate and 
therefore preferred method for describing freestream tur
bulence effects on skin friction coefficients in low Reynolds 
number flows with at least Re2 < 2000. 

For turbulent heat transfer, the same turbulence effects in
cluding Reynolds number and length scale dependencies as 
shown for skin friction coefficients are to be expected. This 
conclusion is based on the Reynolds analogy, as previously 
mentioned. The analogy factors revealed a lack of dependency 
on both freestream turbulence and cooling intensity [9]. 

Pressure Gradient Effects. In analyzing the effects of 
strong negative pressure gradients, systematic comparisons of 
flow with different acceleration intensities were performed. 
From the results, which were already published earlier [9], it 
could be seen that flow acceleration leads to a delayed bound
ary transition and an increased transition length. Additionally 
laminar heat transfer rates are increased, whereas in turbulent 
boundary layers a decrease of the local Stanton numbers was 
observed. The reduced Stanton numbers in turbulent flow can 
be explained by the fact that acceleration has a damping effect 
on boundary layer turbulence intensity. 

The results presented in this paper deal with special aspects 
of heat transfer and boundary layer development 
characteristics arising from the combination of varying 
freestream turbulence levels and very high acceleration inten
sities as found in the gas turbine application. To this purpose 
Fig. 13 shows heat transfer results for two different flows 
achieved by employing the two contoured upper walls as 
shown in Fig. 2. Stanton numbers are defined using local 
freestream conditions. Figure 13(a) is associated with contour 
1 and represents a flow situation with moderate constant ac
celeration parameters, k(x) =2.3 x 10~6 = const. Figure 13(b) 
is associated with contour 2 and the highest acceleration inten
sities (£max = 5 .7x l0 - 6 ) . 

The inlet conditions at the leading edge of the plate are near
ly the same in both flow situations (Re i 0 = 3.3x 105 and 
3.5 x 105). In comparing Fig. 13(a) and Fig. 13(6), substantial 
differences in heat transfer distributions and boundary layer 
development can be observed. Figure 13(a) confirms the well-
known effects from previous studies with relatively weak ac
celeration. For example, the upstream displacement of bound
ary layer transition with increasing freestream turbulence (see, 
e.g., [4] and [7]) can be seen. Furthermore, the results of Fig. 
13(a) confirm that freestream turbulence in accelerating flow 
also can produce, depending on the relative strength of tur
bulence and pressure gradient intensity, increases in laminar 
heat transfer rates. The results for Tu0 = 1.6 and 4.0 percent at 
x< 0.12 m show an increase in Stanton numbers of 9 to 18 per
cent. Despite these moderately higher heat transfer rates the 
flow can still be classified as laminar. In contrast, totally dif
ferent heat transfer and boundary layer characteristics were 
obtained for the highest acceleration as shown in Fig. 13(6). 
Even at high turbulence intensities, the transition is delayed. 
For lower turbulence levels up to 4 percent, transition is sup-
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pressed altogether during acceleration (;c<0.27 m) and 
laminar heat transfer is observed for Tu0 = 1.6, 2.3, and 4 per
cent. Despite a significant increase in Stanton numbers with 
higher turbulence levels (up to 100 percent), the heat transfer 
even for Tu0 = l and 10 percent shows similarities to laminar 
flow. However, as the boundary layer is strongly affected by 
freestream turbulence producing a definite transitional 
character, it cannot be classified, in our opinion, as laminar, 
despite its apparent overall behavior. Similar effects have been 
observed in cascade flows [30]; however, they were interpreted 
as a rise in laminar heat transfer. In analyzing this situation 
further, it is found that in addition to high freestream tur
bulence and acceleration intensities, the distribution of ac
celeration along the surface is very important in establishing 
the character of the boundary layer. The downstream increas
ing acceleration due to contour 2 prevents a continuously pro
gressing transition process as was always observed in the zero 
pressure gradient or constant acceleration cases. It should be 
noted that these complex boundary layer situations lead to 
pronounced difficulties in applying numerical codes with 
existing turbulence models. 

Turbulent Heat Transfer Correlations. The results of the 
present study provide the opportunity for testing and improv
ing existing heat transfer correlations for turbulent boundary 
layers with pressure gradient. The correlation applied here is 
based on the analytically derived solution presented by Kays 
[17] 

St = 0 . 0 2 9 5 . P r - 0 - 4 . R e - ° - 2 . ( l - ^ . - ^ ) . F ; (6) 

Fk determines the actual pressure gradient influence and FT 

reflects the heat transfer increase due to wall cooling. Follow
ing Kays [17], an integral Reynolds number 

,(x)dx 
Re Jo v„ (x) 

(7) 

and a value Fk = 165 are applied and a comparison of this cor
relation with the present experimental data is shown in Fig. 14. 
The data were obtained with the two contours at different 

No. dp/dx 
1 0.0 
2 0.0 
3 0.0 
4 0.0 

Contour 1 k(x) = const 
5 Armall±=1.2xl0-6 

6 2.3 x l O " 6 

Contour 2 k (x) = const 
7 kmax = 3.2xl0-b 

8 5.7X10"6 

^o>,0 

[K] 
350 
378 
478 
570 

466 
480 

463 
467 

Tw/T^0 

[ - ] 
1.0 
0.8 
0.64 
0.53 

0.64 
0.64 

0.64 
0.64 

"o=,0 

[m/s] 
40 
47 
55 
38 

49 
27 

48 
27 

R e t , 0 x l 0 - 6 

[ - ] 
0.8 
0.9 
0.65 
0.36 

0.64 
0.33 

0.65 
0.35 

plate inlet Reynolds numbers for a constant cooling intensity 
with rH,/7 ,

oo=0.64 (flow conditions 5-8, Table 1). Corre
sponding to this temperature ratio, FT= 1.08 as derived from 
the zero pressure gradient flow in Fig. 3. 

Even though developed for turbulent flow only, the correla
tion predicts the present results reasonably accurately over the 
entire length for the flows of contour 1, especially for the 
higher values of turbulence intensity (Figs. 14(a) and 14(6)). 
In Fig. 14(c), however, with contour 2, the correlation under-
predicts heat transfer on the upstream portion of the surface 
even for the lower values of turbulence intensity. The under-
prediction is magnified considerably at the higher acceleration 
conditions with contour 2 (Fig. 4(d)). This tendency to 
overestimate the turbulence damping effects of high 
freestream acceleration is probably related to the fact that the 
correlation does not include any influence of freestream tur
bulence. Following this reasoning, a modification of the cor
relation could be achieved for the additional influence of 
freestream turbulence and for an easier handling of equation 
(6) by substituting the Reynolds number of equation (7) 
together with a new determination of the value of Fk. The 
Reynolds number is now defined by local values 

"AX)'X (8) Re = Rev 
(*) 

which can easily be calculated, and Fk was uniformly deter
mined as Fk =90 (by the best-fit method) corresponding to the 
heat transfer data for the flows with high freestream tur
bulence and varying pressure gradient intensity. In general 
over the range of conditions shown in Fig. 14, this procedure 
results in improved agreement between the measurements and 
predictions, as shown by the solid lines. It is well to repeat that 
wall cooling proved to have no additional influence on the 
boundary layer development (compare [1, 9]). Therefore 
equation (6) provided the same accuracy as shown in Fig. 14 in 
predicting the heat transfer rates for the corresponding flow 
situations at higher and lower cooling intensities. 
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Systematic Study of Film Cooling 
With a Three-Dimensional 
Calculation Procedure 
The present paper describes three-dimensional calculations of film cooling by in
jection from a single row of holes. A systematic study of the influence of different 
parameters on the cooling effectiveness has been carried out. Twenty-seven test 
cases have been calculated, varying the injection angle (a= 10/45/90 deg), the 
relative spacing (s/D = i.5/3/5) and the blowing rate (M = 0.5/1/2) for the same 
mainstream conditions. The governing three-dimensional equations are solved by a 
finite volume method. The turbulent stresses and heat fluxes are obtained from a 
k-e model modified to account for nonisotropic eddy viscosities and diffusivities. 
Examples of predicted velocity and temperature distributions are presented and 
compared with available experimental data. For all the test cases, the laterally 
averaged cooling effectiveness is given. On the whole, the agreement with ex
periments is fairly good, even though there are discrepancies about details in some 
of the cases. The influence of the individual parameters on the film cooling ef
fectiveness is predicted correctly in all cases. This influence is discussed in some 
detail and the parameter combination with the best overall cooling performance is 
identified. 

Introduction 

The continuing efforts to increase the efficiency of gas 
turbines has resulted in higher and higher temperatures at the 
inlet to the turbine section. Under such circumstances, a 
reasonable lifetime of the turbine blades can be ensured only 
when some means of protection is provided for them. 
Especially in the initial stages with particularly high tem
peratures of the gas stream, convection cooling is often not 
sufficient and the exposed blade surfaces can be kept below 
critical temperatures only by means of film cooling. In many 
film cooling applications, design considerations prevent the 
use of continuous slots for the introduction of the coolant. 
Discrete holes or slots with discontinuities are therefore used 
for injection. A typical film cooling configuration is shown in 
Fig. 1. The individual jets emerging from the discrete 
openings interact with the oncoming flow, which is basically 
two dimensional, generating thereby a strongly three-
dimensional flow field near the injection. This field is fun
damentally different from that resulting from a continuous 
slot injection. The film cooling effectiveness is now not only a 
function of the streamwise distance but also of the cross-
stream location, and it is considerably smaller than for slot 
injections because hot ambient gas reaches the wall between 
the jets. The main parameters influencing the spreading of the 
injected jets and therefore also the film cooling effectiveness 
are the injection angle a, the relative hole spacing s/D, and 
the blowing rate M=p,Q//p,„£/,„. These parameters (which 

are defined in Fig. 1) need to be optimized in the design 
process of gas turbine blades. In addition, the film cooling 
effectiveness is also influenced by the longitudinal pressure 
gradient of the main stream, the density ratio of the cold jet 
and the hot main stream, the turbulence intensity of the main 
stream and the details of the hole geometry (see [1-4]). 

As the interaction between the injected coolant and the 
main stream is dependent on all the parameters given above, 
systematic studies are necessary for the optimization of the 
film cooling design of gas turbine blades. Systematic ex
perimental parameter investigations are always very expensive 
under realistic conditions, so that design engineers have a 
great need for prediction procedures. As the flow field is 
strongly three dimensional in the vicinity of the injection 
holes, a three-dimensional calculation is necessary for 
simulating realistically the flow and the associated heat 
transfer processes. 

A calculation method which adequately accounts for three-
dimensional effects has been presented by Patankar et al. [5] 
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ternational Gas Turbine Symposium and Exposition, Beijing, People's Republic 
of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
May 6, 1985. Paper No. 85-IGT-2. Fig. 1 Flow configuration and coordinate system 
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for injection through discrete tangential slots. Patankar et al. 
[6] have analzyed the injection at high blowing rates from a 
single hole, normal to the main stream; similar eases for 
injection through a row of holes have been considered by 
Khan et al. [7] and Demuren [8]. Bergeles et al. [9] presented a 
calculation method based on simplified partially parabolic 
equations which cannot handle regions with reverse flow. 
Their method is therefore restricted to injections at very low 
blowing rates from a normal hole, or to medium rates from 
holes inclined at an angle to the main stream. These authors 
have also shown that, in the near-wall flow downstream of the 
injection hole, it was necessary to account for the anisotropy 
of the turbulent diffusion coefficients. They found the 
standard k-e turbulence model, which assumes an isotropic 
eddy viscosity, to be inadequate and introduced a 
nonisotropic variant. 

More recently, Demuren and Rodi [10] applied the locally 
elliptic procedure of Rodi and Srivatsa [11] to predict the flow 
and film cooling past a row of inclined jets. Because the 
elliptic equations are solved in the vicinity of the injection, 
there are no restrictions to low blowing rates or regions 
without reverse flow. Demuren and Rodi incorporated the 
modified k-e model proposed by Bergeles et al. [9] in order to 
account for the anisotropy of the eddy viscosity and dif-
fusivity. For one injection configuration (a = 35 deg, s/D = 3) 
and for two blowing rates (M= 0.35, 1.5) they investigated the 
influence of different free-stream turbulence intensities and 
length scales and compared the results with the experimental 
data of Kadotani and Goldstein [4]. They obtained reasonable 
agreement with experiments for both blowing rates. 

The present paper is an extension of the work of Demuren 
and Rodi [10] as it reports on an application of their 
prediction procedure for a wide range of different film 
cooling configurations. The aim of this study has been to 
examine systematically the influence of the injection angle a, 
the relative hole spacing s/D, and the blowing rate M on the 
film cooling effectiveness. Experimental investigations to this 
effect have been performed by Foster and Lampard [12] and 
by Kruse and Metzinger [13]. The three-dimensional partial 
differential equations governing the flow and temperature 
distribution are solved with the locally elliptic finite volume 
technique developed by Rodi and Srivatsa [11]. As was 
mentioned already, this method is applicable also to higher 
blowing rates and to situations with local regions of reverse 
flow. The turbulent stresses and heat fluxes are evaluated with 
the nonisotropic version of the k-e model proposed by 
Bergeles et al. [9]. The present predictions are compared with 
the measurements of Kruse and Metzinger [13], and the 
downstream development of the laterally averaged cooling 
effectiveness is presented for all the test cases. 

Mathematical Model 

Mean-Flow Equations. The time-averaged partial dif
ferential equations governing the steady three-dimensional 
mean velocity, pressure, and temperature field may be written 
in Cartesian tensor notation as: 

Continuity equation 

dpUj 

Momentum equations 
dpUiU, 

dXj 

Temperature equation 
dPU; 

dXj 

dP 
dX/ 

T 

= u 

dpU/U/ 

dX, 

dpUj T' 

dXj dXj 

(1) 

(2) 

(3) 

In the above equations only the turbulent momentum and 
heat transport terms are included while their molecular 
counterparts have been neglected. The latter are important 
only in the viscous sublayer very near walls, and this layer is 
not resolved in the present calculation but bridged by wall 
functions as described in the section on boundary conditions. 
The temperature equation is a special form of the total en
thalpy equation in which compressibility and kinetic heating 
effects have been neglected. 

Turbulence Model 
heat fluxes -pUjT' 

The turbulent stresses —pUjU/ and 
have to be determined with the aid of a 

turbulence model. According to the standard k-e model (see 
[14]) the turbulent stresses may be expressed in tensor 
notation as 

(W; dU,\ 2 
-pUiU, = H,\ ; Pk8u (4) 

V dX/ ' dx, / 3 

where/',/= 1,2, 3, (x,, x2, x3) = (x,y, z) and(C/,, U2, t/3) = 
([/, V, W). n, is the scalar, isotropic eddy viscosity. The 
turbulent heat fluxes are similarly expressed as 

—-— u, dT 
-pu,r =-!=!-— (5) 

aT oXj 

where i = 1,2,3, and a, is the turbulent Prandtl number. The 
eddy viscosity n, is related to the turbulent kinetic energy k 
and to its rate of dissipation e by 

\s.l=pcjkk
1/e (6) 

The distribution of k and e over the flow field is determined 
from the following semi-empirical transport equations 

dpUjk d / fi, dk 

dx, dXj dx-, V <sk dXj) '\dx, dXj ' dx: 

dpUje _ d (Jh_j)±\ e / 3t/; 3L/ ; \3£/ , 
dx, dx, V ot dx, / u 1c ' V dxt dXj / dx/ 

-c2e- (8) 

The standard constants used in the k-e model are as 
follows: ^ = 0 . 0 9 , <j, = 0.9, a* = 1.0, ae = 1.3, Cie = 1.44, 
c2e = 1.92. 

Bergeles et al. [9] derived a nonisotropic eddy-viscosity 
relation by simplifying the Reynolds stress model proposed by 

N o m e n c l a t u r e 

D = diameter of the injection T 
tube T' 

k = turbulent kinetic energy U,V,W 
M = blowing rate x,y,z 
P = pressure a 

Qj = jet velocity e 
s •= hole spacing y 

temperature 
temperature fluctuation 
velocity components 
coordinates 
injection angle 
dissipation rate 
cooling effectiveness 

ix, = eddy viscosity 
p = density 

o^ = Prandtl/Schmidt number 

6 = dimensionless temperature 

r„-r 
T -T 
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Launder et al. [15] and the turbulent heat-flux model of 
Gibson and Launder [16]. By neglecting the transport terms in 
the modeled Reynolds stress and turbulent heat-flux 
equations as well as all the gradients of the lateral and vertical 
velocity components, they obtained for the film cooling 
situation as illustrated in Fig. 1 

-puw-

-pwT 

dU 

V-uz ^T 
aT dz 

— dU 

aT dy 

(9) 

(10) 

where 

Hy 
k2 

Hz = 
"^(1+3.5(1-j>/A)) ><<A 

y>A 
(ID 

and A is the local boundary-layer thickness. The form of the 
expression for pltZ was obtained from empirical data and 
represents a linear decay of the anisotropy from the wall to 
the edge of the boundary layer. According to relation (11), the 
eddy viscosity and diffusivity for the turbulent transport in 
the lateral (z) direction is increased over that in the normal (y) 
direction in the boundary-layer region. Hence, the 
nonisotropic eddy-viscosity relation causes a faster spreading 
of the injected jet in the lateral direction than the standard 
isotropic model. 

Solution Procedure and Boundary Conditions. The 
partial differential equations given above were solved with the 
three-dimensional locally elliptic method of Rodi and Srivatsa 
[11], This method is an extension of the partially parabolic 
procedure of Pratap and Spalding [17] and allows for an 
elliptic treatment of local regions with reverse flow, thereby 
saving computer storage over a fully elliptic method. The 
procedure employs a staggered Cartesian grid and the finite 
difference equations were derived by integrating the original 
differential equations over control volumes, making use of 
the hybrid central/upwind differencing scheme for the 
convective terms. The system of fully conservative difference 
equations is solved by an efficient tridiagonal matrix 
algorithm, and the solution employs a predictor corrector 
method for obtaining the velocity and pressure field. 

Boundary conditions need to be prescribed at all of the six 
boundaries of the computation domain. As the flow is 
symmetric both with respect to the x-y plane through the 
center of the injection holes and to the x-y plane midway 
between two adjacent holes, only the domain between these 
two planes needs to be calculated as indicated in Fig. 1. The 
further boundaries are the inlet and the exit plane, the bottom 
wall including the injection holes and an upper plane where 
the free-stream conditions prevail. To simplify the description 
of the boundary conditions at this top plane and to simulate 
the presence of an opposite wall in wind tunnel experiments, 
wall boundary conditions have been used for the upper plane. 
As the distance between the top wall and the bottom wall from 
which the jets are ejected is about 25 times the boundary-layer 
thickness, the influence of the boundary-layer developing on 
the top wall on the free-stream velocity is negligible. 

At the two side boundaries (symmetry planes) the normal 
' velocity and normal gradients of all other variables are 
prescribed as zero. At the top and bottom walls, the wall-
function approach described in Launder and Spalding [14] is 
adopted. This approach bridges the viscous sublayer by 
relating the velocity components at the first grid point outside 
this layer to the wall shear stress via the logarithmic law of the 
wall. The k and e values at this point are also related to the 

wall shear stress via the assumption that the turbulence is in a 
state of local equilibrium. The inlet plane is placed 7.5 hole 
diameters upstream of the center of the injection hole. The 
inlet profiles for the velocity component U and for the tur
bulence quantities K and e were generated by a two-
dimensional boundary layer calculation to match the ex
perimentally observed momentum thickness at x=0 in the 
absence of jet injections. The exit plane was positioned 
sufficiently far downstream of the injection (40 hole 
diameters) so that upstream influences from this boundary are 
transmitted only through pressure and exit conditions are 
required only for this quantity. The boundary condition 
imposed is to set the second streamwise derivative of the 
pressure to zero. 

Uniform profiles were assumed for both the vertical and 
horizontal component of the jet exit velocity over the exit 
holes: 

Uj = Qj cos a Vj• = Qj sin a (12) 

Measurements have indicated a significant influence of the 
main stream on the jet exit profiles. Unfortunately, there is 
not sufficient experimental information available to cover the 
wide range of 10 deg < a < 90 deg and 0.5 < M < 1 con
sidered in this study. Hence, the most reasonable assumption 
appeared to be that of uniform profiles. The boundary 
conditions for k and e were prescribed from jet data obtained 
in the absence of cross flow as 

kj = 0.005 V), ej = k]/2/0.5D (13) 

Test Cases 

For the same mainstream conditions, taken from the ex
perimental study of Kruse and Metzinger [13], 27 test cases 
have been calculated by varying the injection angle, the 
relative spacing and the blowing rate as follows: 

injection angle 
spacing 
blowing rate 

a = 
sID = 

M = 

10/45/90 deg 
1.5/3/5 
0.5/1/2 

This parameter variation has been chosen to cover most of 
the range used in practical film cooling applications. The 
predictions are compared with the experimental data of Kruse 
and Metzinger [13], and hence their main-stream conditions 
were specified for the calculations. These conditions are: 

[/ ,„=65m/s, T u s 3 percent, A s D ( = 0.002 m) 

The calculations were carried out with a 66 x 41 x 14 grid in 
the [x, y, z)-directions. Because of the rectangular grid used, 
the edge of the exit hole had to be approximated by steps. 
Typically 15 x 7 grid points covered the hole in the (x, z)-
directions. A typical calculation required 300 iterations for 
convergence and a core storage of 2048 kbytes and took about 
90 minutes CPU time on a Siemens 7880 computer. 

Results 

Comparison With Experiments. Figures 2-4 compare the 
downstream development of predicted and measured laterally 
averaged film cooling effectiveness for different blowing 
rates, hole spacings and for two injection angles. The 
agreement is seen to be fairly good for the lower blowing rates 
M=0 .5 and M = 1. In particular, the influence of the spacing 
on the shape of the i){x/D) distribution is reproduced quite 
well (see, e.g., Fig. 2). For the case with the highest blowing 
rate (M=2, a = 45 deg) the agreement with measurements is 
not as good for the larger spacings. In all cases, the general 
trend of the rj development is predicted correctly, including 
the influence of the spacing, but for the larger spacings the 
level of r\ is considerably lower than the measured one. In 
order to bring to light the reasons for this disagreement, the 
temperature field is examined. For the case of the largest 
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Fig. 2 Laterally averaged cooling effectiveness; comparison with 
experiments [13], M = 0.5, a = 45 deg 
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Fig. 4 Laterally averaged cooling effectiveness; comparison with 
experiments [13], M = 2, a = 45 deg 

spacing (s/D = 5), Figs. 5(a) and 5(b) compare, respectively, 
calculated and measured dimensionless temperature contours 
at the mid-x-j'-plane through the injection holes (z/D = 0) and 
at the cross-sectional plane two hole diameters downstream 
from the injection. Considering the complexity of this flow 
with high blowing, the overall agreement is fairly good, even 
though the jet penetration into the outer stream appears to be 
somewhat overpredicted. What causes the disagreement in the 
cooling effectiveness are detailed differences near the wall. 
Here the measurements show higher dimensionless tem
peratures which would indicate higher mixing. However, the 
measurements of the small temperature differences prevailing 
in the near-wall region for this case are probably not very 
accurate. Further, some aspects of the measured temperature 
behavior are difficult to understand, for example the bending 
of the 0.05 contour and its constant distance to the wall. 
Hence, the disagreement about the cooling effectiveness is not 
very alarming. Yet, the calculations are probably also not 
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very accurate for the following reasons. In this case with large 
spacing, the injected fluid behaves like individual jets in a 
cross flow for some distance downstream, and it has been 
observed experimentally by Andreopoulos and Rodi [18] that 
in such jets with high blowing rates the flow near the wall in 
the lee of the jet is indeed very complex. This region of the 
wake behind the jet, which may be influenced by periodic 
vortex shedding, and which interacts with the wall, has 
certainly not been resolved properly by the numerical grid 
employed. Further, the turbulent transport phenomena are so 
complex in this region that they can hardly be expected to be 
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Fig. 7 U velocity profiles for the test case a = 10 deg, s/D = 1.5, M = 2 

well simulated by a turbulence model as simple as the eddy-
viscosity model used in this study. 

Figures 6(a) and 6(b) give the corresponding temperature 
contours for the case with the lower blowing rate M= 0.5 (the 
other parameters are the same). In this case, the jet bends over 
much more quickly and attaches to the wall. This attached 
wall flow is much less complex than the flow at a higher 
blowing rate where the jet penetrates into the outer stream. 
This conclusion was also reached by Andreopoulos and Rodi 
[18] in their detailed experimental study of single jets in a 
cross flow. The overall agreement between predicted and 
measured temperature contours seen in Fig. 6 is on the whole 
not necessarily much better than that in Fig. 5, but it is 
definitely better in the near-wall region. This is what leads to 
the relatively good agreement for the film cooling ef
fectiveness at lower blowing rates. It may be concluded that 
the film cooling effectiveness is governed by the details in the 
near-wall region and that, in cases with large spacings where 
the jets retain their identity for some distance, these details are 
much more difficult to simulate for higher blowing rates than 
for lower ones. It should be remembered however that in these 
cases it is also more difficult to measure accurately the small 
temperature differences in the near-wall region. 

Velocity Profiles. In order to illustrate the three 
dimensionality of the flow in the vicinity of the injection and 
the recovery to a two-dimensional flow, the U velocity 
profiles are presented at three downstream stations for the 
following two test cases: 

a = lOdeg, s/D = 1.5, M = 2, Fig. 7 
a = 90 deg, s/D = 5, M = 1, Fig. 8 

These cases have been chosen to demonstrate that the injected 
jet can behave vastly differently for different parameter 
situations. The velocity profiles are given at two lateral 
positions (at the midplane of the injection holes, z/D = 0, and 
at the symmetry plane between the holes). Additionally, the 
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Fig. 8 U velocity profiles for the test case a = 90 deg, s/D = 5, M = 1 

laterally averaged U velocity distribution is also included. 
Figure 7 shows clearly the wall-jet behavior of the cooling jet 
in the case of the small injection angle. In this situation, the 
distance of the velocity maximum from the wall increases only 
slowly with x. Even for this case with a relatively small 
spacing, the flow is not yet two dimensional at the furthest 
downstream station considered (x/D=l6), and the fact that 
the velocity maximum occurs at different distances from the 
wall for z/D = 0 and z/D = 0.75 indicates that the bent-over 
jet is kidney shaped. This is in agreement with observations 
for jets in a cross flow [18]. Figure 8 presents the velocity 
profiles for the case with the highest injection angle and the 
largest spacing. In this case, the jet does not bend over and 
attaches to the wall immediately but penetrates the main 
stream, thereby acting like an obstacle behind which a wake is 
formed. This causes a momentum deficit behind the injection 
which can be seen clearly in Fig. 8. At this large spacing, the 
individual jets do not interfere with each other for some 
distance so that the velocity profile at the symmetry plane 
between the holes is hardly influenced by the injection and 
retains its typical boundary layer shape. As in the other case, 
the flow is not yet two dimensional at x/d= 16, and the 
velocity deficit behind the injection is still present at that 
station. 

Laterally Averaged Film Cooling Effectiveness. The 
calculated influence of injection angle, spacing, and blowing 
rate on the downstream development of the laterally averaged 
cooling effectiveness is presented for all calculations in Fig. 9. 
One diagram always gives the distributions for a specific 
injection angle a and spacing s/D. For the test case a = 90 
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Fig. 9 Laterally averaged cooling effectiveness for all the test cases 

deg, s/D =1.5, M=2, satisfactory results have not been 
obtained at the time of writing due to convergence problems. 
These are caused by the strong interaction between the in
dividual injected jets on the one hand and the free stream on 
the other hand and can probably be overcome by choosing 
better initial conditions and imposing a stronger un-
derrelaxation. 

The influence of the different parameters on the laterally 
averaged film cooling effectiveness -q can be summarized as 
follows: 

1 For the lowest blowing rate (M=0.5), r; decreases 
continuously with x past the injection hole (the extent of the 
hole is indicated in the figures). The reason for this is that, for 
low blowing, the cooling jet is bent over immediately after the 
injection and attaches to the wall. With increasing distance 
from the injection, hot gas is entrained into the wall jet which 
in turn causes a monotonic decrease of the cooling ef
fectiveness. 

2 For the highest blowing rate (M=2), 77 drops im
mediately after the injection to a minimum and increases 

again further downstream or remains constant. This behavior 
is due to the increased penetration of the cooling jets into the 
main stream because of which there is almost no cooling fluid 
present on the blade surface immediately after the injection. 
Some distance downstream, cooling fluid from the bent-over 
jet reaches the wall mainly due to turbulent diffusion so that 
the cooling effectiveness increases. 

3 For the test cases with perpendicular injection (a = 90 
deg), there is a sharp drop of t\ down to x/D = 3. In this case, 
the injected jet penetrates further into the main stream for all 
blowing rates than at smaller injection angles so that the same 
arguments hold as given under item 2. 

4 When the spacing is increased, j] decreases for all test 
cases, as the injection mass flow per unit width decreases. 

5 The best cooling in the near field (x/D < 10) is obtained 
with the lowest blowing rate, M=0.5. For this rate, the 
cooling jet attaches to the wall more or less immediately 
behind the injection hole so that there is optimal cooling in the 
near-hole region. 

6 In the far field (x/D > 30) an increase of the blowing rate 
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leads to higher values of rj for the smallest spacing and to 
lower values of JJ for the largest spacing. The reason for this 
different behavior lies in the different flow interaction be
tween the main and the injected fluid. For the smallest 
spacing, the individual jets of the row grow together fairly 
quickly after the injection and basically act like a two-
dimensional slot injection, which results in the higher ij values 
for higher blowing rates. For the largest spacing, however, the 
flow configuration is more like a single-jet injection. The jet 
penetrates further into the main stream at higher blowing 
rates and mixes more with the main-stream fluid so that the 
resulting cooling effectiveness is small in the far field. 

7 For all blowing rates and all spacings, the best cooling in 
the far field is achieved with the smallest injection angle of 
a =10 deg as in this case the injected jet always attaches 
immediately to the wall. Assessing all the predicted test cases, 
the best overall cooling can be achieved with the configuration 
a=10 deg, s/D=l.5, M=\. For this case, the film cooling 
effectiveness is only slightly smaller in the near field than with 
Af =0.5, but is much better in the far field. 

Conclusions 

Three-dimensional calculations of film cooling by injection 
from a row of holes are presented. Altogether 27 test cases 
with the injection angle, the relative spacing and the blowing 
rate varying over the ranges of practical interest have been 
calculated. The predicted temperature fields agree in general 
fairly well with available measurements. The film cooling 
effectiveness, which represents the dimensionless wall tem
perature and is governed by the temperature behavior near the 
wall, is not in all cases in good quantitative agreement with 
the data. The agreement is satisfactory for the lower blowing 
rates up to 1 and for small spacings. For high blowing and 
large spacing only the general trends of the measurements are 
recovered but the predicted level of cooling effectiveness is 
lower than the observed one. In this case, the individual jets 
retain their identity for quite a distance and do not attach 
immediately to the wall but penetrate into the main stream. A 
very complex flow field is established behind the injection, 
with reverse flow and the wake behind the jet interacting with 
the wall. This region is certainly not properly resolved with 
the numerical grid used, and also the turbulent mixing 
processes are only very crudely simulated with the eddy-
viscosity model. A more refined treatment of this region 
would be necessary to do justice to the complex phenomena 
occurring there. On the other hand, measurements of cooling 
effectiveness are probably also not very accurate for these 
cases. Further, the film cooling effectiveness is so low for 
these situations that they are not of practical interest anyway. 
In view of this, the calculations must be considered 
satisfactory on the whole; in any case, the influence of the 
individual parameters is always predicted correctly. Based on 
the calculation results, the influences of the individual 
parameters were discussed in detail. The best cooling ef
fectiveness results for the smallest injection angle and the 
smallest spacing, and for the downstream distance considered 

the intermediate blowing rate of M= 1 provides the best 
overall cooling. 
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Heat Transfer Downstream of a 
Leading Edge Separation Bubble 
Experiments for flow about a two-dimensional blunt body with a circular leading 
edge are described. Measurements of the free-stream and boundary-layer velocity 
distributions are presented and indicate that a small separation "bubble" existed 
where the leading edge joined the body. In particular, it was found that the laminar 
leading edge boundary layer separated and reattached shortly downstream as a tur
bulent boundary layer with a low-momentum thickness Reynolds number. Heat 
transfer measurements around the body are also presented and show almost an 
order of magnitude increase across the bubble. Downstream of the bubble, however, 
the heat transfer could be correlated by a slightly modified turbulent flat plate equa
tion using the separation point as the virtual origin of the heated turbulent boundary 
layer. 

Introduction 
Invariably, the design of a turbine airfoil involves a com

promise between its aerodynamic and heat transfer perfor
mance. Since this compromise ultimately affects the engine's 
efficiency and durability, the designer must have the flexibility 
within his design system to accurately evaluate the effects of 
his trade-offs. 

One area of concern is the airfoil's leading edge, which is re
quired by aerodynamics to have a moderately small radius 
which blends smoothly into the rest of airfoil. On the other 
hand, present cooling schemes usually require a large leading 
edge radius which cannot be blended smoothly. As a result, a 
rapid change in surface curvature is found immediately 
downstream of the leading edge. The curvature actually 
changes sign on the pressure side of an airfoil. On either the 
pressure or suction side of the airfoil, however, this change in 
curvature can produce a localized "overspeed" region, ac
companied by an adverse pressure gradient. For operation at 
off-design conditions, an overspeed region is almost always 
found on the surface opposite the direction of shift in angle of 
attack. Barring premature transition caused by large 
roughness, cooling flow injection, or high free-stream tur
bulence, the adverse pressure gradient almost always causes 
the normally laminar leading edge boundary layer to separate. 
If the boundary layer separates, questions which arise are: (a) 
Does the boundary layer reattach, (b) how large is the 
separated region, (c) does it reattach laminar or turbulent, and 
(d) what are the details of the reattached flow? An answer to 
the last is usually needed for many turbine heat transfer design 
systems to "restart" boundary-layer calculation programs. In 
general, for reasonably well-designed turbine airfoils 
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operating at design conditions, a separating leading edge 
boundary layer does reattach, the separation region (bubble) is 
small compared to the leading edge radius, and the reattached 
boundary layer is turbulent, nonequilibrium, and has a low-
momentum thickness Reynolds number. This situation is a 
challenge for any boundary layer program, particularly when 
one includes the effects of subsequent large favorable pressure 
gradients as exist on the suction surface and the high level of 
turbulence found in gas turbine core flows. 

A survey of the literature provides many studies of 
boundary-layer separation and reattachment, which include 
reviews by Bradshaw [1] and Simpson [2], a summary of 
results collected by Chang [3], and a collection of papers 
published by AGARD [4]. Unlike the separation-reattachment 
problem found on turbine airfoils, however, most of the work 
concerns flows over backward and forward-facing steps, trips, 
and cylindrical bodies with wakes. Of these, even fewer pro
vide heat transfer information relevant to the present study 
[5-12]. Of particular interest is the series of experiments con
ducted by Ota and Kon [9-12] who studied separated, reat
tached flow on parallel-sided blunt bodies. Although most of 
their work centered on flat, blunt leading edges, heat transfer 
for a body with an unheated circular leading edge is examined 
in [12]. Results are presented for the Reynolds number range 
of 5400-37,200 (based on leading edge diameter). In addition, 
two sets of velocity, temperature, and turbulence boundary-
layer measurements (one immediately, and the other far 
downstream of reattachment) are presented. The results do 
show, however, that the heat transfer downstream of reattach
ment relaxes to the usual turbulent state, while the viscous 
boundary layer is still nonequilibrium 70 bubble lengths 
downstream. 

The present investigation was initiated to examine 
separated, reattached leading edge flows at Reynolds numbers 
more appropriate to present high-pressure gas turbines and to 
provide more detailed information on pressure, velocity, and 
heat transfer distributions. For this, a test configuration 
similar to Ota and Kon's was used. 
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Fig. 2 Heat transfer test model 

Experimental Apparatus 

All of the tests were conducted in a low-speed, open-circuit 
wind tunnel consisting of a centrifugal fan, plenum chamber, 
nozzle, and a test section. The plenum contained a series of 
baffles, screens, and a section of honeycomb to provide a 
uniform and parallel flow entering the nozzle. A two-to-one 
contraction nozzle produced a uniform flow accurate to 
within one half of one percent across its exit except in the thin 
boundary layers near the walls. The flow could be varied by 
adjusting the fan's inlet guide vanes and was continually 
monitored by a pitot-static tube in the test section. Air leaving 
the tunnel entered the room, mixed with the surrounding air, 
and circulated back to the fan's inlet. An air conditioner in the 
room with its sensor placed in the tunnel automatically con
trolled the air temperature to within 1°C. 

The test section, as shown in Fig. 1, was 46 cm high by 76 
cm wide and contained the test body which spanned its entire 
width. Plexiglass sheets formed each side wall to facilitate 
flow visualization tests, while aluminum sheets were used for 
the top and bottom walls. Steel rods passing through the test 
body and each side wall were used to position and secure the 
body. In this regard, the body could be pivoted about its 
leading edge to fine tune the flow symmetry around the top 
and bottom of the model. 

The test body was about 2.2 m long and had a cylindrical, 
semicircular leading edge with a radius i? = 7.6 cm which 
smoothly joined two parallel flat surfaces 1.1m long. The sur
face, however, did have a step change in curvature at the joint 
which produced a local adverse pressure gradient and a 
laminar separation. The tapered trailing edge on the body was 
attached separately and merely served to diffuse the flow aft 

of the test region. Actually, two forebody models were con
structed: one for aerodynamic measurements and the other for 
heat transfer. This was later found to be redundant after it was 
discovered that pressure taps could be placed in the heat 
transfer model without disturbing the heat transfer 
measurements. For the present series of tests, however, the 
aerodynamic measurements had already been obtained. 

The aerodynamic model was fabricated from mahogany. 
Static pressure taps, formed from 0.8-mm brass tubing filed 
flush to the surface, were placed along the surface's centerline. 
Near the change in surface curvature, where rapid changes in 
pressure were anticipated, taps were clustered to each side. In 
addition, a second set having the same arrangement was 
placed one quarter of the distance across the surface to check 
for two dimensionality. All of the pressure tubing was led 
through a hole in the model's side. Finally, the whole body 
was painted with a polyurethane varnish, lightly sanded, and 
waxed to produce a smooth surface. 

The heat transfer model is shown in Fig. 2. It was con
structed mostly of wood and had the same overall dimensions 
as the aerodynamic model. The heated area extended across 
the body's width to within 5 cm of the side walls and from the 
lower edge of the cylindrical leading edge, around the front, 
and back about 60 cm along the top surface. The surface con
sisted of thirteen 0.025-mm-thick, 5.1-cm-wide stainless steel 
heater strips bonded side by side on a 13-mm-thick balsa wood 
substrate between two layers of fiberglass and epoxy resin. 
The metal strips were connected in series by copper bus bars 
buried in the surface, and the whole surface was heated by 
passing an electric current through the circuit. The surface 
temperature distribution was measured using 0.075-mm ther
mocouples, bonded between the strips and balsa substrate 
along the body's centerline, and at various locations to either 
side to check for two dimensionality. Their leads ran in op
posite directions along the surface for a short distance to 
minimize heat loss, and then through the substrate. A number 
of thermocouples were also attached to the back of the balsa 
in order to determine the heat conducted through the 
substrate. In addition, a complete set of pressure taps was in
stalled as on the aerodynamic model at roughly the one-
quarter span position. All of the thermocouple leads, pressure 
tap tubing, and power leads were led out of the model's side. 
The internal cavity was filled with commercial fiberglass to 
reduce conduction losses and the surface was painted with a 
high emissivity black paint. A detailed account of the fabrica
tion process is presented in DiElsi and Mayle [13]. 

Test Conditions and Procedures 

The model was centrally located in the vertical direction 
within the test section. Surface pressure taps on the top and 
bottom of the model were used to align the model so that 
stagnation occurred on the leading edge along the model's 

Nomenclature 

h 

H 
Pr 

Q 

Qconi 

(rgen 

?rad 

R 

skin friction coefficient 
convective heat transfer 
coefficient 
boundary layer shape factor 
Prandtl number 
convective heat flux 
heat loss by conduction 
heat generated by metal 
strips 
heat loss by radiation 
leading edge radius 

ReD = Reynolds number based on 
the incident velocity and 
leading edge diameter 

Rex = Reynolds number based on 
the local velocity and 
distance along the surface 

St = Stanton number based on 
the local velocity 

TM = measured surface 
temperature 

T„ = free-stream temperature 
u = velocity in the streamwise 

direction 

U 

X 

v 

n 

local free-stream velocity 
incident velocity 
streamwise distance 
measured from stagnation 
distance measured normal to 
the surface 
momentum thickness 
kinematic viscosity 
Coles' wake strength 
parameter 
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Fig. 3 Free-stream velocity distribution at ReD = 100,000 
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Fig. 4 Free-stream velocity distributions near separation 

midplane. Tests were conducted at nominal Reynolds numbers 
based on the incident velocity and leading edge diameter ReD 
of 80,000, 100,000, and 120,000 with an incident turbulence 
level of about 0.4 percent. Tests with a higher mainstream tur
bulence are planned in the future. 

Mean velocity and turbulence measurements were made us
ing a Thermo-Systems 1051 hot-wire anemometer system with 
a 1210T1.5 probe. To reduce probe interference, all boundary 
layer measurements were made using the hot-wire probe in
clined 45 deg into the flow as suggested by Compte-Bellott et 
al. [14]. This was accomplished by plugging the probe into a 
45 deg adapter attached to the vertical probe stem such that 
the wire was held parallel to the surface and perpendicular to 
the flow. 

The free-stream temperature for all of the tests was 
nominally maintained at 20°C. For the heat transfer tests, the 
generated heat flux was about 670 w/m2, which produced sur
face temperatures ranging from 32 to 50°C. A test conducted 
at a 25 percent higher heat flux produced results which agreed 
to within 3 percent of its counterpart. All tests were conducted 
under steady-state conditions. Although steady state for the 
heat transfer model was normally attained in about 3 hr, 
measurements were taken 6-8 hr after the experiment 
commenced. 

The steady-state boundary condition on the heated surface 
was nominally that of constant heat flux. A slight modifica
tion of this, however, was caused by surface radiation, heat 
conduction through the substrate, and conduction in the metal 
strips parallel to the surface. In addition, the thermocouple 
junction and leads acted as a heat sink which resulted in 
measuring a lower surface temperature than would exist 
without the thermocouple. These effects, along with the local 
variations in strip resistance resulting from metal temperature 
variations, were included in the calculation of the heat transfer 
coefficients using 

and 
Q ~ '/gen *?rad H cond 

h=q/(TM-T„-AT) 

where q is the convective heat flux, q with subscripts gen, rad, 
and cond refers to the heat flux generated, radiated, and con
ducted, respectively, h is the heat transfer coefficient, TM is 
the measured surface temperature, T„ is the free-stream 
temperature, and AT is the surface temperature correction. 
The approximate magnitudes of the corrections are: radiation, 
15 percent of the generated heat flux; heat loss through the 
substrate, 2 percent; heat conduction within the heater strips, 
less than one tenth of 1 percent; temperature correction, AT, 
about one half percent of the local wall, free-stream 
temperature difference. An uncertainty analysis was carried 
out after accounting for the above biased effects using the 
method of Kline and McClintock [15] and indicated that the 
reported heat transfer coefficients are certain to within 3.5 
percent on 20-to-l odds. 
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Fig. 5(a) Velocity profiles, separated region, Re0 = 100,000 
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Fig. 5(c) Velocity profiles, turbulent region, ReD = 100,000 

Results 
Surface flow visualization tests were carried out by using the 

china clay method. China clay (Kaolin) was sprayed over the 
whole forward surface of the test body. Patterns of low and 
high mass transfer were observed by swabbing the surface with 
oil of wintergreen and watching its rate of evaporation in the 
flow. Near the change of curvature on the body, these tests 
always displayed a region of low mass transfer immediately 
followed by a region of very high mass transfer. No uneven-
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ness or change in length of the pattern could be detected across 
the body's span (except near the tunnel's sidewall) indicating 
that the flow in this region was two dimensional. This was fur
ther substantiated by both the pressure and heat transfer 
measurements. 

Static pressures along the model's surface were measured 
for each Reynolds number. These pressures were used to 
determine the free-stream velocity distributions around the 
body using Bernoulli's equation. The results for an incident 
Reynolds number of 100,000 are plotted in Fig. 3 against a 
dimensionless streamwise distance measured along the body's 
surface from stagnation. The position X/R = 1.57 is where the 
surface changes from circular to flat. In addition, the figure 
contains the result of an inviscid, two-dimensional, incom
pressible flow calculation for the test configuration. On com
parison, the data are seen to agree quite well with the calcula
tion over most of the body, the notable exception being the 
region of diffusing flow near the X/R= 1.57 position where 
the flow visualization tests showed a large change in mass 
transfer. Here, the measured distribution is typical of that ob
tained by Crabtree [16] for a laminar separation bubble with 
turbulent reattachment. As will be seen, boundary layer 
measurements confirmed that a separation bubble existed at 
this location. The free-stream velocity distributions in the 
vicinity of the leading edge are plotted on an expanded scale in 
Fig. 4, where a region of constant velocity is followed by a 
rapid diffusion. The data for ReD = 100,000 are identical to 
those presented in the previous figure. Comparing the 
distributions in Fig. 4 for different Reynolds numbers suggests 
that the bubble is shorter at higher Reynolds numbers. This is 
in agreement with the results of Crabtree who attributes the 
behavior to a shortening of the laminar-to-turbulent transition 
distance in the bubble's "free shear layer." 

The velocity profiles within the boundary layer for 
Refl = 100,000 are presented in Figs. 5(a-c), where the 
distance from the wall is normalized by the local momentum 
thickness. Consecutive profiles in each figure have been 
shifted to the right by 0.2 u/U. In addition, the velocity pro
files have been grouped into three main categories: (1) 
separated, (2) turbulent-reattached, and (3) turbulent. As will 
be seen, all of the profiles in the last two categories can be 
classified as turbulent, nonequilibrium. The distinction be
tween the profiles in these last categories is simply whether or 
not they possessed a recognizable logarithmic region. Profiles 
in the second category, which corresponded to traverses taken 
just downstream of reattachment, did not. Before continuing, 
it should be noted that measuring velocity profiles, with any 
reasonable degree of accuracy, in or near a small separation 
bubble using a hot-wire probe was of considerable concern. 
After preliminary tests with different probes and probe 
alignments, it was found that the probe arrangement used af
fected the flow the least. In particular, surface heat transfer 
measurements taken with the probe positioned in the 
separated region at various streamwise locations correspond
ed, within experimental accuracy, to that measured without 
the probe. The largest difference was observed with the probe 
positioned at "separation." In this case, it could be inter
preted that the probe caused a streamwise shift in the separa
tion position by no more than 0.05 R, which corresponds to 
about 10 percent of the observed bubble length. 

The velocity profiles in the vicinity of the separation bubble 
are shown in Fig. 5(a). While the first profile of the series cor
responds to that for laminar attached flow, the last profile 
corresponds to one called turbulent-reattached flow. Between 
these, all of the profiles indicate that a region of relatively 
stagnant flow existed near the wall (below the dashed line in 
the figure) characteristic of separation. Since a single hot wire 
cannot by itself sense the direction of the flow, the velocity 
data in this region were plotted simply as measured even 
though it is probably negative. From these measurements, 

2600 

U - | . 1 . | 1 1 . 1 . 1 , • 
0 2 4 6 8 10 12 

STREAMWISE DISTANCE, X/R 

Fig. 6 Momentum thickness Reynolds number distribution, 
ReD = 100,000 

separation seems to have occurred around X/R = 1.5, while 
reattachment occurred about X/R =1.8. With a lateral extent 
equal to the width of the body, the bubble's width-to-length 
ratio was about 30. In addition, the maximum height of the 
region is seen to be about 4-5 times the local momentum 
thickness or about 1 mm. This provides a separation bubble 
length-to-height ratio of about 20. Although these values are 
somewhat uncertain, they do provide insight to the order of 
magnitude of the separated region and indicate that an in
teractive boundary layer analysis such as Carter and Wor-
nom's [17] may be used to predict the flow. 

One of the most interesting features of the turbulent-
reattaching profile data (Fig. 5b) is the extremely rapid ac
celeration near the wall directly after reattachment (indicated 
by the arrow drawn in the figure). A similar result was also 
noted by Ota and Itaska [18]. This acceleration occurs over a 
distance of about 30 bubble heights and appears to be 
associated with the establishment of new sub- and inner layers 
beneath an existing turbulent outer shear flow. 

The streamwise distribution of momentum thickness 
Reynolds number ~Ree = U6/v is presented in Fig. 6. The 
separation and reattachment positions are noted in the figure 
by the letters S and R, respectively. Since velocity profile 
measurements were obtained mainly downstream of separa
tion, the laminar solution using a finite difference program is 
shown for most of the leading edge region. It is noteworthy 
that the solution indicated laminar separation at X/R= 1.6. 
The measurements indicate that separation occurred near 1.5 
with a momentum thickness Reynolds number of about 200. 
Also included in the figure is the flat plate turbulent boundary 
layer correlation using X= 0 for the virtual origin. Two impor
tant points to note are: (1) the nearly step change in momen
tum thickness across the separated, turbulent-reattached 
region, and (2) the low-momentum thickness Reynolds 
numbers for the reattached flow. For this case, the change in 
momentum thickness Reynolds number across the bubble is 
about 240, and the change across the turbulent-reattached 
region immediately following is about the same. This yields a 
total jump of about 580. Downstream of this region, where 
the pressure gradient is zero (Fig. 3), the momentum thickness 
Reynolds number begins to approach the flat plate correla
tion. Of interest, however, is that the maximum momentum 
thickness Reynolds number measured is only about 2000. The 
last measurement position has a Reynolds number based on 
streamwise distance Rex = 6(10)5 and corresponds to about 
200 times the boundary layer thickness at reattachment. 

The skin friction coefficient CF, wake strength II, and 
boundary layer shape factor H (ratio of displacement to 
momentum thickness) results are all plotted against the 
momentum thickness Reynolds number so that they may be 
directly compared to those of Coles [19] for a turbulent 
boundary layer with zero pressure gradient. The comparison, 
however, is valid only for the present data in the reattached 
region where the pressure gradient is zero, i.e., for X/R>2. 
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Skin friction coefficients were not obtained in either the 
separated region where the flow is nearly stagnant, or the 
region immediately after reattachment where the profiles 
could not be fitted to the logarithmic law. In the separated 
region they should be negative and in the turbulent-reattached 
region they should rise rapidly from zero to the values plotted. 
For the laminar unseparated profile, the skin friction coeffi
cient was obtained by using the slope of the velocity distribu
tion near the wall, while for the turbulent profiles it was deter
mined by fitting Coles' law of the wall using #=0.41 and 
5 = 5.0. The shape factor could be evaluated for all of the 
profiles. 

The skin friction coefficient results are presented in Fig. 7, 
where the result of the laminar leading edge calculation and 
Coles' data are also shown. The corresponding plot for wake 
strength is provided in Fig. 8. A wake strength, of course, does 
not exist for the laminar or separated portion of the flow. As 
found by Coles for a large variety of "tripped" boundary 
layer flows, the skin friction downstream of reattachment 
overshoots his results for zero pressure gradient and then 
slowly approaches equilibrium from above, while the wake 
strength falls and approaches its equilibrium value from 
below. The present data exhibit the same trends. Of particular 
note is that even at the last measurement position, 200 
boundary-layer thicknesses downstream of reattachment, an 
equilibrium turbulent boundary layer has not yet been at
tained. This is attributed to a slow relaxation of the turbulence 
in the outer layer of the reattached flow. 

The shape factor distribution is presented in Fig. 9 where, 
again, the laminar solution and Coles' results are shown. In 
addition, lines giving Thwaite's criterion for separation, 
#=3.7, and Coles' criterion for reattachment, H=4.2, are 
provided. As expected, the shape factor first rises and then 
falls rapidly in the separated region. The maximum value at
tained is about 8. Although both Thwaite's and Coles' criteria 
appear to be met (reattachment seems to occur at a slightly 
higher value of about 5), the rapid changes make an exact 
evaluation difficult. Downstream of reattachment, however, 
the shape factor quickly attains a value close to its equilibrium 
value. In fact, if H was considered the only relevant profile 
shape parameter, one would conclude incorrectly that the 
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boundary layer is completely relaxed when Re9 = 750, which 
corresponds to distance downstream of reattachment of about 
10 boundary-layer thicknesses. Interestingly, turbulent bound
ary layers are usually considered to relax in a distance of about 
20 boundary-layer thicknesses. 

The heat transfer results are presented in Fig. 10 where 
Stanton number distributions for the three test Reynolds 
numbers are plotted against a Reynolds number based on X. 
Both numbers are based on the local free-stream velociy U as 
given in Figs. 3 and 4. Also included in the graph are the 
laminar solution for two-dimensional stagnation flow and the 
turbulent flat plate correlation for a constant heat flux sur
face, namely 

St = 0.57 Pr-°-6Re^0-5 (laminar) 

and 
St = 0.0307 Pr-°-4Re^0-2 (turbulent) 

respectively, where Pr is the Prandtl number. 
The data on the leading edge agree quite well with the 

laminar stagnation solution, as they should, up to the point 
where the free-stream flow begins to deviate from that having 
the uniform acceleration associated with stagnation flow. At 
this point, the Stanton number rapidly falls to about half of its 
value and then rises just as rapidly to a value 50 percent higher 
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than that for turbulent flow. The position on the body at 
which this occurred corresponded exactly to the low and high 
mass transfer region observed in the china clay flow visualiza
tion tests. The distance between the points of lowest and 
highest Stanton numbers in the figure is seen to be about 
ReL = 1.9 (10)4 for all three Reynolds numbers. If this distance 
is proportional to that between separation and reattachment, 
the bubble length is inversely proportional to the incident 
velocity. This is in agreement with the results from the free-
stream velocity distributions in Fig. 4. 

After reattachment, the Stanton number quickly decreases 
to what appears to be a final state lying slightly below the tur
bulent flat plate correlation. The same behavior is evident if 
the results are plotted against a Reynolds number based on en
thalpy thickness. Since most of the resistance to heat transfer 
is found in the sublayers, the initial decrease in Stanton 
number can be attributed to their rapid readjustment as seen 
from the velocity measurements. The fact that the results far
ther downstream lie below the flat plate correlation can be at
tributed to an incomplete relaxation of the thermal profile in 
the outer wake region of the boundary layer. This process, as 
evidenced by the wake strength results, is much slower than 
had been initially thought. 

If the data after reattachment are plotted using the distance 
measured from the position of lowest heat transfer, Fig. 11 is 
obtained. Again, the turbulent flat plate correlation is also 
shown. Apparently, all of the data downstream of reattach
ment can be simply correlated to within 10 percent by a slight
ly modified version of the turbulent flat plate correlation given 
above, namely 

St = 0.0285 Pr -° - 4 (Re x -Re x s ) - ° - 2 (1) 

Although the physics is known to be much more complicated, 
as a first approximation, the reattached thermal boundary 
layer can be considered to behave as a turbulent layer with a 
virtual origin at separation. 

Conclusions 

As found by Ota and Kon at low incident Reynolds 
numbers, the flow about a parallel-sided body having a cir
cular leading edge with incident Reynolds numbers near 105 

also separates, and reattaches shortly downstream as a tur
bulent boundary layer with a low-momentum Reynolds 
number. In particular, it was found that the length-to-height 
ratio of the separated region was about 20 and that a Reynolds 
number based on its length was about 1.9 (10)4. Downstream 
of reattachment, the recovery of the viscous boundary layer is 
extemely slow. For the cases examined, the turbulent bound
ary layer had not yet reached equilibrium at 200 boundary-
layer thicknesses downstream of reattachment. 

Through the separation region, the surface heat transfer 
was found to change by almost an order of magnitude and 

near reattachment was about 50 percent higher than that 
predicted by the turbulent flat plate correlation. The results 
downstream of reattachment, however, could be correlated by 
a simple flat plate type of expression providing a shift is made 
to account for the separation; however, this disguises the ac
tual physics which was found to be more complicated. 
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Flat-Plate Film Cooling With Steam 
Injection Through One Row and 
Two Rows of Inclined Holes 
Experiments have been performed to investigate the film-cooling characteristics with 
steam injection through one row (7 tubes) and two rows (13 tubes) of holes, in
clined at an angle of 35 deg, over a flat plate. The spacing between the holes as well 
as the distance between the rows is 216 hole diameters. Data have been obtained for 
both steam and air film-cooling effectiveness at different axial and lateral locations 
downstream of the injection holes. The blowing rate M varied from 0.2 to 1.5. In the 
case of one-row injection, the results show that the film-cooling effectiveness with 
steam injection is about 50 to 100 percent higher than that with air injection at 
downstream locations, depending upon the blowing rate; however, the increase in 
film-cooling effectiveness is reduced near the injection hole region at high blowing 
rates. In the case of two-row injection, the laterally averaged film cooling effec
tiveness r\ can be correlated with the two-dimensional film-cooling parameter £. The 
r\ with steam injection is about 80 to 100 percent higher than that with air injection 
at low blowing rates and/or at downstream locations (£ > 15). However, the in
crease in rj with steam injection is reduced near the injection hole region and/or at 
high blowing rates (£ < 15). 

Introduction 
Film cooling has been used for protecting turbine blades 

and vanes from the surrounding high-temperature gas stream. 
In aircraft gas turbine applications, the majority of the studies 
have used air as the cooling fluid. Very few studies have con
sidered using other gases, such as helium, hydrogen, argon, or 
refrigerant-12 vapor, as the cooling fluid [1, 2], In recent 
years, steam has been proposed for cooling gas turbine blades 
and vanes in a combined cycle for ground-base power genera
tion [3, 4]. A theoretical study [5] has predicted that the film-
cooling effectiveness of steam is about twice that of air under 
the same operating conditions due to its favorable thermal 
properties such as specific heat and Prandtl number. Conklin 
et al. [6] have studied the film-cooling effectiveness with steam 
injection through three staggered rows of holes, inclined at an 
angle of 60 deg over a symmetric aluminum airfoil with blow
ing rate varying from 0.3 to 1.8. They found that the film-
cooling effectiveness using steam was from 50 to 150 percent 
higher than when air was used. However, the data were ob
tained for an uncommon injection geometry and over a highly 
conductive aluminum airfoil, making it difficult to compare 
these results with other investigators' air cooling data. Han et 
al. [7] have studied the heat transfer and film cooling with 
steam injection through a single hole inclined over a 
0.0254-cm-thick, stainless steel flat plate. The results showed 
that the film-cooling effectiveness using steam was about 30 to 
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60 percent higher than that when air was used, while the heat 
transfer was about 10 to 15 percent higher for all test data. 
From an application point of view, both one row and two 
rows of inclined holes, instead of a single inclined hole, have 
been used for the turbine blade film-cooling design. 
Therefore, there is a need to obtain steam film-cooling data 
based on these common injection geometries. 

After these preliminary studies in steam film cooling [5-7], 
some basic questions have been raised. The first question is 
whether the increased film-cooling effectiveness for steam 
cooling is simply due to the thermal properties' effect as 
described in [5] or due to some other factors. The data ob
tained in [6, 7] are not able to answer this question completely, 
because the test sections and the injection geometries in [6, 7] 
are not well defined. The other question is how to determine 
the film-cooling effectiveness with a steam/air mixture, e.g., 
injecting 10 to 30 percent steam or water into cooling air, for 
aircraft or industrial engines. Can the data obtained with 100 
percent steam be extrapolated for those with 10 to 30 percent 
steam/air mixture? In order to seek solutions for these ques
tions, there is a need to obtain reliable steam-cooling data 
based on a common injection geometry over a flat-plate test 
section, with a minimum heat conduction effect. 

This study was intended to document a film-cooling data 
base with 100 percent steam injection through one row and 
two rows of holes inclined at 35 deg over a flat plate. The 
steam was maintained at saturated condition, while the 
mainstream air was heated to a temperature higher than that 
of the saturated steam. The injection hole spacing and the row 
spacing (for the case of two-row injection) were each IVi hole 
diameters. The test section was made of a 0.635-cm-thick 
teflon flat plate. Both steam and air cooling data were ob-
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Fig. 1 Schematic of the test apparatus 

tained at both axial and lateral locations downstream of the 
injection holes for blowing rates varying from 0.2 to 1.5. The 
density ratio for steam cooling was about 0.65 whereas that 
for air cooling was about 1.1. The air-cooling data were used 
for direct comparison with the steam-cooling data, based on 
the same test section, for the same blowing rate, and also with 
the air-cooling data existing in the open literature. The experi
ment will be described first, and then the results for steam and 
air cooling will be presented. Correlations between the lat
erally averaged film-cooling effectiveness f\ and the two-
dimensional film-cooling parameter £ for the case of two-row 
injection will be discussed. 

Film-Cooling Test Rig 

Wind Tunnel. A schematic diagram of the low-speed wind 
tunnel used for the previous studies [6, 7] is shown in Fig. 1. A 
7-hp blower forced air at room temperature and pressure 
through 90 kW heaters and mixing sections into a plenum. A 
nozzle with a contraction ratio of 52:1 was used between the 
plenum and the test section to ensure that the air entering the 
test section had a uniform velocity and temperature distribu
tion. From the end of the test section, the air was exhausted to 
the outside of the building. The maximum velocity of the 
heated air and its temperature, both at the inlet of the test sec
tion, were calibrated at about 49 m/s and about 155°C, 
respectively. 

Injection Systems. For the air injection system, cooling air 

FIBERGLASS INSULATION 

INJECTION TUBES NOTE- ALL DIMENSBNS N CM 

INJECTANT FROM EJECTION CHAMBER SIOF WFW 

Fig. 2 Test section and injection tubes 

•36 GAUGE COPPER -CONSTANTAN 
THERMOCOUPLE BEAD 

VOLUME ABOVE THE BEAD FILLED WITH 
OMEGA 200 , HIGH CONDUCTIVITY GLUE. 
TO MAKE SURFACE FLUSH WITH TEFLON 

SURFACE. 

0.635cm THICK, SMOOTH TEFLON 
PLATE 

0.079cm DIAMETER HOLE FOR 
THERMOCOUPLE WIRE 

-TAPE TO HOLD THE THERMOCOUPLE 
WIRE IN PLACE, FROM BELOW 

Fig. 3 A typical thermocouple mounting in the test plate 

from a 17 mVmin compressor passed through a pressure 
regulator (air pressure downstream of the regulator was about 
2-3 psig), an orifice flow meter (the pressure drop was deter
mined by Validyne transducer and demodulator), a control 
valve, and entered an injection chamber. The cooling air was 
then injected from the injection chamber through inclined in
jection tubes into the test section. The injection chamber was 
oriented in the vertical direction and had a cross section of 
22.86 cm by 22.86 cm and a height of 50.8 cm. The injection 
tubes were either one row of seven tubes or two staggered rows 
of thirteen tubes at an angle of 35 deg to the direction of 
heated mainstream flow. The tubes had a 0.762-cm i.d. and 
were 45.72 cm long. The two sets of tubes, one on the injection 
chamber and the other on the test section, were connected by 
flexible tubes which were held in place by hose clamps. The 

Nomenclature 

Cp = specific heat 
D = injection tube inside 

diameter 
M = blowing rate = 

m = mass flow rate 
ReD = mainstream Reynolds 

number based on 
ho l e d i a m e t e r = 
Poo L 7 „ £ > / > „ 

Rev = mainstream Reynolds 
number based on 
distance = p^U^X/p^ 

Re2 = injectant Reynolds 
number based on hole 
diameter = p2U2D/n2 

S = width of equivalent two-
dimensional slot 

T = temperature 
Ta„ = local adiabatic wall 

temperature with film 
cooling 

T = 
x wo 

u = 
X = 

Z = 

a 
V 

local wall temperature 
with film cooling 
local wall temperature 
without film cooling 
velocity 
axial distance from the 
downstream edge of a 
downstream injection 
hole 
lateral distance from 
centerline of the center 
hole 
injection angle 
film cooling effective
ness; equations (1) and 
(2) 
centerline film effective
ness 
edgeline film effective
ness 

V 

r* 

£ 

p 
(Plhm^a 

(fil/p<»)s 

Subscripts 
2 

a> 

2a 
Is 

= laterally averaged film-
cooling effectiveness; 
equations (4) and (5) 

= viscosity 
= two-dimensional film-

cooling parameter; equa
tion (3) 

= density 
= density ratio for air-to-

air injection 
= density ratio for steam-

to-air injection 

= coolant at outlet of injec
tion hole 

= mainstream at inlet of 
test section 

= cooling air 
= cooling steam 
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Table 1 Test section and injection geometry 

Test channel 

Test plate 

One-row injection 
Two-row injection 
Injection tube inner 

diameter 
Injection tube spacing 
Injection row spacing 
Injection tube angle 

12.7 cm by 12.7 cm in cross section, 121.92 
cm long, and made of four teflon flat plates, 
each 0.635 cm thick 
12.7 cm wide, 76.2 cm long, and 0.635 cm 
thick teflon flat plate 
7 tubes 
13 tubes 
D = 0.762 cm 

2.5 D 
2.5 D 
a = 35 deg 

Table 2 Operating conditions 

Mainstream heated air velocity 
atX/D = -20 

Mainstream air turbulence 
intensity at X/D = -20 

Mainstream heated air temperature 
for air cooling at X/D = — 20 

Mainstream heated air temperature 
for steam cooling at X/D = — 20 

Mainstream heated air Reynolds 
number based on D at X/D = — 20 

Mainstream heated air Reynolds 
number based on X at X/D = - 20 

Cooling-air temperature 
Cooling-steam temperature 
Cooling-fluid Reynolds number 
Density ratio with air cooling 
Density ratio with steam cooling 
Blowing rate 

t /„=49m/s 

£/'/£/„ <0.5% 

r„=76.7°C 

T„ = 154.4°C 

ReD = 2xl0 4 

Rev = 8xl05 

r2 = 21-27°C 
T2 = 99-\02°C 
Re2 = 6xl0 3 -5xl0 4 

OVPoo )„ = !•! 
(P2/Poo)s = 0.65 
M=0.2-1.5 

lateral distance between the tubes and the axial distance be
tween the rows (in the case of two-row injection) was 2'/2 
diameters, respectively. 

For the steam injection system, saturated steam from a 125 
psig boiler passed through a piping line similar to that for air, 
except for a steam trap located at the bottom of the injection 
chamber to bleed off the condensate. The steam was passed 
through a throttling valve (regulator) to lower the steam 
pressure (steam pressure downstream of the regulator was 
about 3-5 psig) and temperature. 

Thermocouples were placed inside the injection tubes 
(about 20 tube diameters downstream of the injection point), 
to measure the cooling air temperature (21-27°C) and cooling 
steam temperature (99-102°C). The blowing rate M was 
varied from 0.2 to 1.5 by controlling the coolant flow rate. 

Test Section. The test channel was 12.7 cm by 12.7 cm in 
cross section and 121.92 cm long, and was made of teflon 
plates. The bottom plate of the test channel served as a flat-
plate test section. The test section consisted of three segments 
as shown in Fig. 2. The first segment (25.4 cm long) of the test 
section contained a pitot tube probe with a thermocouple to 
determine the velocity and the temperature of the heated 
mainstream air at the upstream of injection holes, i.e., at the 
inlet of the test section. The second segment (20.32 cm long) 
contained one row (or two rows) of inclined injection tubes as 
described earlier. The third segment (76.2 cm long) of the test 
section contained the test plate. In order to minimize the heat 
conduction effect, the test plate was made of teflon with a 
smooth surface and was 0.635 cm thick. A total of 41, 
calibrated, 36-gauge copper-constantan thermocouples were 
placed at strategic locations on the test plate to measure the 
local surface temperature, as shown in Fig. 2. At these loca
tions, 0.079-cm-dia holes were drilled and the thermocouples 
were inserted from below, bead first, until the top of the bead 
was level with the surface. The tiny cavity above the bead was 
filled with Omega 200 high thermal conductivity glue until the 
top surface of the hole was flush with the teflon test surface, 
so as not to disturb the flow conditions, as shown in Fig. 3. 
They were held in place, from below, by using a piece of 
aluminum tape. The entire test channel was covered by a 
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fiberglass insulation board, 10.16 cm thick, to reduce the heat 
losses to the environment. A Fluke 2280A Data Logger was 
used for the thermocouple instrumentation. Details of the test 
section and of the injection geometry are given in Table 1. 

Test Conditions and Data Analysis 

Test Conditions. Steady-state conditions were maintained 
during all tests. The mainstream air was kept at a constant 
temperature higher than the cooling steam to ensure that the 
steam would not condense on the test plate. The details of 
the operating conditions are presented in Table 2. Before 
beginning the film-cooling tests, experiments were conducted 
without injection, in order to check the mainstream flow con
ditions. The unheated velocity profile at a position 19.1 cm 
upstream of the leading edge of the leading row of injection 
holes, corresponding to X/D = - 2 0 , and at Z/D = 0, was 
measured by traveling a pitot tube probe across the boundary 
layer. At this location, the dimensionless velocity profile was 
fairly close to the l/7th power velocity profile for a turbulent 
boundary layer as presented in [7]. The Reynolds numbers, 
Refl and Re,., were about 2 x 104 and 8 x 105, respectively. 
The corresponding mainstream turbulence intensity was 
measured to be less than 0.5 percent by using DISA 55 D 05 
hot-wire anemometry. Therefore, the mainstream flow could 
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Table 3 Runs for adiabatic film-cooling effectiveness 

Blowing 
rate 

0.2 
0.35 
0.5 
0.75 
1.0 
1.25 
1.5 

Cooling 
air 
X 
X 
X 
X 
X 

X 

One row 

Cooling 
steam 

X 
X 
X 
X 
X 

X 

Two rows 

Cooling 
air 
X 
X 
X 
X 
X 
X 

Cooling 
steam 

X 
X 
X 
X 
X 

be assumed to have a turbulent boundary layer profile when 
approaching the injection holes. 

Tests were performed without film cooling in order to check 
the thermocouple readings for different mainstream 
temperatures. The fairly uniform local wall temperature 
distribution for the unheated mainstream air is shown in Fig. 
4(a), thus proving that the gluing technique used for the ther
mocouples is acceptable. Typical local wall temperature 
distributions for mainstream air temperatures of 76.7°C and 
154.4°C are shown in Figs. 4(b) and 4(c), respectively. It can 
be seen that the local wall temperatures without film cooling 
Two are about 3.7°C to 21 °C lower than the heated 
mainstream air, due to the heat loss through the test model. 

Data Analysis. For a perfect adiabatic wall (without heat 
loss) the standard adiabatic film-cooling effectiveness is de
fined as 

V=(T„-Taw)/(Ta,-T2) (1) 
= local where T„ = mainstream air temperature, TaK 

adiabatic wall temperature during film cooling, and T2 = 
cooling-fluid temperature. 

In order to justify the heat loss through the present teflon 
plate test section, the adiabatic film-cooling effectiveness in 
equation (1) may be rewritten as 

V=(TW0-TW)/(TW0-T2) (2) 
where T„0 = local wall temperature without film cooling, T„ 
= local wall temperature with film cooling, and T2 = cooling-
fluid temperature. 

For a perfectly adiabatic wall, equation (2) will reduce to 
equation (1), i.e., Tvo = T„, and Tw = Taw. Based on the 
present low-conductivity teflon plate and the heated 
mainstream temperature levels, the film-cooling effectiveness 
calculated from equation (1), without correction for heat loss, 
is higher than that from equation (2). In order to provide con
servative (lower bound) adiabatic film-cooling data, equation 
(2) was chosen for the present investigation. The maximum 
uncertainty in the film-cooling effectiveness calculated from 
equation (2) was estimated to be 2 percent for both steam and 
air cooling. The details of the runs for the present study are 
given in Table 3. The detailed raw data of Two and Tw, and the 
calculated local T\ for all tests, are given in the contractor 
report prepared for AVCO-Lycoming [8]. 

It is worthwhile to note the theoretical one-dimensional 
model developed by Blair and Lander [9] to correct the film-
cooling effectiveness due to heat losses through a urethane flat 
plate. They derived a relationship between the adiabatic effec
tiveness, the experimentally measured effectiveness, and the 
nonflow (without film cooling) effectiveness as presented in 
equation (A-7) [9]. By substituting the parameters of the ex
perimentally measured effectiveness and the nonflow effec
tiveness defined in their paper into equation (A-7), the 
adiabatic effectiveness in equation (A-7) can be reduced to 
equation (2) of the present study. This further supports that 
equation (2) can be used, with confidence, to calculate the 
adiabatic film-cooling effectiveness when a finite (but small) 
heat loss through the test section is considered. 
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Results and Discussion 

One Row. Test results of film-cooling effectiveness with 
air and steam injections through one row of tubes, inclined at 
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an angle of 35 deg, are shown in Figs. 5-7. It is expected that 
the centerline (Z/D = 0) cooling effectiveness decreases with 
increasing axial distance for all blowing rates for both steam 
and air injections. For air cooling, the edgeline effectiveness 
(Z/D = 1.25) decreases with increasing axial distance for low 
blowing rates (M < 0.75). For steam cooling, the edgeline ef
fectiveness generally increases and then decreases with axial 
distance for low blowing rates (M < 0.75), whereas it in
creases and then reaches a plateau for high blowing rates (M 
> 1.0). The film-cooling effectiveness is fairly uniform in the 
lateral direction (z direction) at the farther downstream loca
tions (X/D > 20). Significant variations in film-cooling effec
tiveness in the lateral direction appear near the injection hole 
region, caused by the fact that the cooling fluid penetrates into 
the mainstream boundary layer and creates the mixing be
tween the coolant and mainstream along the edgelines of cool
ing holes (Z/D = 1.25). The effects are more pronounced for 
high blowing rates. These figures also indicate that steam in
jection provides a higher film-cooling effectiveness (50 to 100 
percent higher) than that for air injection depending upon the 
blowing rate. This may be explained by the fact that steam has 
a higher specific heat (almost double) than air. It is interesting 
to note that the advantage of steam specific heat for film cool
ing is reduced near the injection hole region (X/D < 10), 
because of mixing, at high blowing rates. 

The centerline (Z/D = 0) and edgeline (Z/D = 1.25) effec
tiveness versus blowing rate at different axial locations for 
steam and air injections is shown in Figs. 8 and 9, respectively. 
For one row injection, the centerline film-cooling effectiveness 
increases with increasing blowing rate and reaches a maximum 
value at a blowing rate of about 0.5-0.75 and then decreases 
with further increasing blowing rate for X/D < 20. However, 
the film cooling effectiveness gradually increases with blowing 
rate at the farther downstream locations (X/D > 40). It is 
noted that the effectiveness downstream is always lower than 
the effectiveness upstream at a given blowing rate. The 
edgeline effectiveness has the same trends as those of the 
centerline except that the edgeline effectiveness at the 
downstream (X/D > 40) is higher than that at the upstream 
for M > 1.0. These figures also show that the centerline effec
tiveness is always higher than the edgeline effectiveness, and 
the steam-cooling effectiveness is always higher than the air-
cooling effectiveness for all blowing rates. 

Two Rows. Test results of film-cooling effectivenesses for 
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air and steam injections through two rows of tubes inclined at 
35 deg are shown in Figs. 10 and 11. The centerline effec
tiveness is almost the same as the edgeline effectiveness, except 
that there is a very small difference near the injection hole 
region (X/D = 5) for both steam and air injections at all 
blowing rates. The effectiveness decreases with increasing ax
ial distance, but the rate of decrease is smaller than that for the 
one-row injection. Again, the steam film-cooling effectiveness 
is about 80 to 100 percent higher than that for air. However, 
the increase in effectiveness is reduced near the injection hole 
region due to the mixing between the injection fluid and the 
mainstream flow. 

The centerline effectiveness versus blowing rate at different 
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40 
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axial distances is shown in Fig. 12. For two-row injection, the 
film-cooling effectiveness increases with blowing rate and then 
reaches a plateau at a blowing rate of about 1.0 for X/D < 20, 
but it increases continuously with blowing rate at the farther 
downstream locations, X/D > 40. 

Comparison. Comparison of local film-cooling effec
tiveness for air injection, for both one and two rows, at a 
blowing rate of M = 0.5 with [10, 11] is shown in Fig. 13. For 
one-row injection, the spanwise variations of the film-cooling 
effectiveness for the present case are smaller than those for the 

Ericksen and Goldstein study [10], although the discrepancy 
decreases with increasing X/D ratio. This may be due to two 
factors: First, the injection tube diameter (D = 1.17 cm) and 
tube spacing (3D) in [10] are both larger than those for the 
present study (D = 0.76 cm, spacing = 2.5D); second, the 
density ratio (p2/pa = 0.84) in [10] is smaller than that for 
this study (p2/p<» = 1-1)- The larger hole diameter and spac
ing would provide a larger spanwise effectiveness variation, 
and the smaller density ratio will have a larger mixing between 
the coolant and mainstream flow, to provide a larger spanwise 
effectiveness variation; the effects are particularly severe near 
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the injection hole region. However, the lateral (spanwise) 
average film-cooling effectiveness from the present data is 
very close to that in [10] as shown in Fig. 14. 

For two-row injection, the data from Jabbari and Goldstein 
[11] show many more variations in spanwise direction near the 
injection hole region (X/D < 20) than this study, as shown in 
Fig. 13. This may be due to the larger hole spacing in both ax
ial and lateral directions in [11]. However, the lateral average 
effectiveness of the present two-row data is higher than that 
from [11] as shown in Fig. 14, especially near the injection 
hole region (X/D < 20). This is because the present study has 
a relatively larger density ratio. The larger density ratio means 
that the injectant has a smaller momentum to penetrate 
through the mainstream flow and will provide a better film 
coverage over the surface; but the smaller density ratio in [11] 
will cause more mixing between the coolant and the main 
flow, the more mixing resulting in a larger spanwise effec
tiveness variation and the smaller lateral average effectiveness. 

Correlation. For two-row injection, the laterally uniform 
effectiveness obtained for both air and steam injections sug
gests that these data may be correlated with two-dimensional 
film-cooling parameters as described earlier [11]. The correla
tions for both steam and air are shown in Fig. 15 in which the 
injection parameter £ is defined by 

t = [<*+ 1.909D)/MS](Re2fj.2/^)-°-25 (3) 

where S = %D/5, for the present study, is the width of an 
equivalent two-dimensional slot located midway between the 
two rows of holes in the flow direction. The two-row air-
cooling data from [11], and one of the two-dimensional film-
cooling predictions from [1], viz. 

ij = (l + 0.249?) - 0 8 (4) 

are also shown in Fig. 15. For air cooling, the present data and 
the data from [11] are fairly close to equation (4) for £ > 10. 
This implies that the two-dimensional film-cooling model is 
valid for low blowing rates and/or at the farther downstream 
locations. For high blowing rates and near the injection hole 
region (£ < 10), the coolant fluid penetrates into the 
mainstream which results in a lower film-cooling effectiveness 
than that for the two-dimensional film-cooling model (slot in
jection). It is interesting to point out that the present f) is 
higher than that in [11] for £ < 10. As mentioned before, this 
is because the present study has a larger density ratio and a 
smaller hole spacing than that in [11]. In other words, the 
present data are closer to the two-dimensional character than 

Fig. 15 Correlation of rj versus { for two rows and comparison with two-
dimensional film-cooling models 

[11] near the injection hole region and/or for high blowing 
rates. 

For steam cooling too, the two-dimensional character will 
apply at the farther downstream locations and/or low blowing 
rates (£ > 15). In this region, the laterally averaged effec
tiveness rj can be approximately modified from equation (4) as 

rj = ( l+0.249£)-°-8(Cp 2 /CpJ (5) 

where the specific heat ratio Cp2/Cp„ of the present steam-
cooling study is about 1.8. In the upstream region and/or at 
high blowing rates (£ < 15), the jet departs from the two-
dimensional behavior and results in a lower rj. Therefore, the 
advantage of the steam (higher specific heat) for cooling is 
somewhat reduced. The steam cooling behaves more like a 
three-dimensional character (the slope of r) for steam is 
smaller than that for air at £ < 15), as shown in Fig. 15, 
because in the present study, the density ratio for steam injec
tion (p2/pa = 0.65) is lower than that for air injection (p^p^ 
= 1.1). As indicated earlier, the lower density ratio case will 
have a lower effectiveness (because of higher jet momentum 
and hence more mixing) [12]. Therefore, if the density ratio 
for steam injection were the same as the density ratio for air 
injection, the slope of rj in Fig. 15 would be the same for both 
steam and air injection for £ < 15, except that rj for steam 
cooling would still be higher due to the effect of specific heat. 

For the case of film cooling with a mixture injection (i.e., 10 
to 30 percent steam mixed with air), the film effectiveness may 
be deduced from equation (5) or interpolated from Fig. 15. In 
this case, the coolant specific heat in equation (5) should be 
determined by the mass flow rate ratio of the mixture as 

Cp2 = (Cp2sm2s + Cp2am2a)/(m2s + m2a) (6) 

Conclusions 

1 It is concluded that, in the two-dimensional film-cooling 
region (larger £, i.e., low blowing rates and/or farther 
downstream locations), the increased film-cooling effec
tiveness with steam cooling is simply due to the favorable 
specific heat as predicted in [5]. However, in the three-
dimensional film-cooling region (small £, high blowing rates, 
and/or near injection hole region), the increase in film-cooling 
effectiveness is reduced because the advantage of higher 
specific heat is lessened due to the mixing between the injec
tant and the mainstream. 

2 In this study, the density ratio for steam cooling is 0.65, 
while that for air cooling is 1.1. The film-cooling effectiveness 
for one-row steam injection is about 50 to 100 percent higher 
than that when air is used, at the downstream locations, 
depending upon the blowing rate; whereas the film-cooling ef
fectiveness of two-row steam injection is about 80 to 100 per
cent higher at low blowing rates (£ > 15). However, in 
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general, the increases in effectiveness is reduced near the injec
tion hole region and/or at high blowing rates (£ < 15). 

3 The effect of density ratio on the film-cooling effec
tiveness is important near the injection hole region. The actual 
effectiveness augmentation for steam injection near the injec
tion hole region should be higher than that presented in this 
paper. This is because in this study, the density ratio for steam 
injection is about 50 percent lower than that for air injection. 

4 From the application point of view, the film-cooling ef
fectiveness with two-row steam cooling can be determined 
from equation (5) for a given £ and Cp2/Cpa> when £ > 15. 
The film-cooling effectiveness for steam/air mixture cooling 
may be deduced from equations (5) and (6). 
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The Effect of Inlet Conditions on 
Heat Transfer in a Rotating Cavity 
With a Radial Outflow of Fluid 
Flow visualization and heat transfer measurements have been made in the cavity be
tween two corotating discs. The discs were 762 mm in diameter and could be rotated 
up to 2000 rpm. Air, at flow rates up to 0.1 kg/s, entered the cavity through either a 
central hole 76 mm in diameter or a porous inner shroud 380 mm in diameter; in 
both cases, the air left via holes in an outer shroud attached to the periphery of the 
discs. Flow visualization confirmed that Ekman-layer flow could occur: A source 
region, Ekman layers, sink layers, and interior core were observed. A simple 
theoretical model provided estimates of the size of the source region that were in 
satisfactory agreement with the observations. At sufficiently high rotational speeds, 
where Ekman layers form overmuch of the surf ace of each disc, measured Nusselt 
numbers were in reasonable agreement with values computed from the momentum-
and energy-integral equations. 

1 Introduction 

The turbine discs in advanced gas turbine engines are often 
cooled by a radial outflow of air extracted from the com
pressor stages, and Fig. 1 shows a simplified arrangement of 
such cooling flows. The basic fluid dynamics and heat transfer 
can be more readily understood by the use of rotating disc 
systems (see [1]): The flow between a turbine disc and an adja
cent stationary casing can be modeled by a rotor-stator 
system; the flow between corotating turbine discs can be 
modeled by a rotating cavity. In the latter case, which is shown 
in Fig. 2, the cavity comprises plane discs of radius b, 
separated by an axial gap s, and a peripheral shroud. Air 
enters the cavity at radius a, either through a hole in the center 
of one disc (which is referred to as the "upstream disc") or 
through a porous inner shroud; in both cases, the air leaves 
through discrete holes in the peripheral shroud. 

The flow and heat transfer in a rotating cavity has been 
studied theoretically and experimentally by a number of 
research workers (see, for example, [2-13]). It is useful, 
however, to discuss the salient features of the flow structure 
for the radial-inlet and axial-inlet cases shown in Figs. 2(a) and 
2(b), respectively. For the isothermal radial-inlet case, the 
source region distributes exactly half the flow into each of the 
Ekman layers,1 and the sink layer distributes the flow from 
the Ekman layers into the holes in the peripheral shroud. In 

The term "Ekman layer" is used here to refer to a boundary layer in which 
the nonlinear inertial forces are much smaller than the Coriolis forces. Accord
ing to [12], transition from laminar to turbulent flow in such layers occurs at 
Re r = 180, where Rer is the radial Reynolds number defined in the 
Nomenclature. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 31st International Gas Turbine 
Conference and Exhibit, Diisseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters January 20, 1986. Paper No. 
86-GT-95. 

the interior core between the Ekman layers, viscous effects are 
negligible and there is a balance between Coriolis and pressure 
forces which cause the fluid to rotate (relative to a frame of 
reference rotating with the discs). 

For the isothermal axial-inlet case, the incoming fluid can 
impinge on the downstream disc and flow outward as a wall 
jet, as shown in Fig. 2(b). Although this alters the structure 
and size of the source region compared with that for the 
radial-inlet case, the flow outside this region remains the same 
as that described above. This is true for both laminar and tur
bulent isothermal flow. However, if one disc of the cavity is 
heated (see [5, 7, 13]), buoyancy effects can result in the axial 

nozzle guide vanes 

mainstream 
gas flow 

seal 

turbine 
shaft rotating cavity 

—••cooling air flow 

Fig. 1 An air-cooled gas turbine rotor 
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Interior core 
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radiant heaters 

Fig. 2 Schematic diagram of the flow structure inside a rotating cavity 
with a radial outflow of coolant: (a) radial inlet; (b) axial inlet 

transfer of fluid from one Ekman layer to the other. At suffi
ciently high rotational speeds, the fluid may reverse direction 
on the heated disc (flowing radially inward rather than out
ward) with subsequent transition from forced to free 
convection. 

Heat transfer measurements in the studies referred to above 
were made under steady-state conditions and for one par
ticular inlet configuration (the axial-inlet case with a/b = 0.1). 
In the work described below, heat transfer was measured dur
ing thermal transients, and the results for two inlet configura
tions (the axial-inlet case with a/b = 0.1 and the radial-inlet 
case with a/b = 0.5) are compared. In Section 2, an outline of 
the experimental apparatus and data analysis is given. Section 
3 provides a summary of the theoretical models that are used 
to calculate the size of the source region and the Nusselt 
numbers on the heated disc. Section 4 discusses the results of 
flow visualization and heat transfer measurements, and com
parisons are made between the measurements and predictions 
for both inlet configurations tested. 

2 Experimental Apparatus and Data Analysis 

The apparatus and data analysis are described in detail in [9] 
so only the salient features are presented here. 

2.1 Experimental Apparatus. The rig used for the 
rotating-cavity tests is shown in Figs. 3(a) and 3(b). The 
rotating cavity was formed from two steel discs, 762 mm in 
diameter and with an axial spacing of 102 mm, together with a 

outer shroud 
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slipring 
unit 

air supply from the 
Blackman centrifugal 
compressor 

11 kw Dielectric 
motor 

downstream 
slipring unit 

lot tn <5oC inlet to 
cavity 

Secomak centrifugal 
fan 

( a ) 

air outlet 

upstream 
disc 

air inlet 

Sirocco centrifugal 
compressor 

outer shroud 

radiant heaters 

removable porous 
inner shroud 

downstream disc 

central drive shaft 

lb) 
Fig. 3 The rotating-cavity rig: (a) schematic of the apparatus; (b) sec
tion through the cavity 

peripheral outer shroud made from 1.5-mm-thick paxolin (a 
fiber-reinforced plastic material). The two discs were con
nected by a central drive shaft 25 mm in diameter, and cooling 
air was fed into the cavity through an annular hole, with inner 
and outer diameters of 25 mm and 76 mm, respectively, in the 
center of one of the discs (referred to as the "upstream disc"). 
The air left the cavity via holes in the outer shroud (30 holes 
28.6 mm in diameter were arranged at 12-deg angular intervals 
in the midaxial plane of the shroud). For the radial-inlet con
figuration, a porous inner shroud with an outer diameter of 

N o m e n c l a t u r e 

A,B = constants in equations (3.7) 
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380 mm (a/b = 0.5) was fitted in the cavity. This inner shroud 
was made from three-ply woven stainless-steel mesh of 
1.5-mm thickness, and it was thermally insulated from the 
discs by means of neoprene rings of 5-mm axial width and 
3-mm radial thickness. 

A variety of centrifugal blowers was used, and the max
imum flow rate for the tests discussed below was approximate
ly 0.1 kg/s: The air was cooled to about 20 °C before it entered 
the cavity. The flow rate was measured, to an accuracy of ap
proximately 3 percent, by orifice plates or by other 
differential-pressure measuring devices. The cavity could be 
rotated up to 2000 rpm by a variable-speed electric motor, and 
the speed was controlled and measured to a precision of ± 1 
rpm. 

The "downstream disc" of the cavity was heated by an 
equispaced array of thirty, 750-W, radiant "firebar" 
elements. Each element was arranged in a radial line extending 
from a radius of r = 230 mm to r=380 mm, approximately 
equal to the outer radius of the cavity. The axial distance be
tween the "back face" of the downstream disc and the outer 
surface of the elements was approximately 30 mm. Reflectors 
were used behind the elements to increase the useful radiative 
flux, and the back face of the disc was covered with "solar 
foil" to increase the absorptivity and to reduce the emissivity 
of the disc surface. The electrical input power, which was 
thyristor-controlled, was measured by a wattmeter. 

Twelve chromel-constantan thermocouples, 0.13 mm in 
diameter, were embedded in each face of the heated 
downstream disc, and ten in each face of the unheated 
upstream disc. The surfaces of each disc were regarded as a 
number of imaginary rings of approximately equal area, and a 
thermocouple was placed at the edge of each ring. The signals 
from the thermocouples were brought out via two silver slip-
ring assemblies (one for each disc). For each assembly, the 
temperature of the junctions between the silver and the ther
mocouple wires was measured using a semiconductor 
temperature sensor, which was calibrated to an accuracy of 
0.1 °C. These temperatures were used as the cold-junction 
reference temperatures for the upstream and downstream 
discs. The temperature of the cooling air was measured using a 
chromel-constantan thermocouple probe located in the sta
tionary pipe immediately upstream of the cavity. 

Signals from the thermocouples and temperature sensors, 
which were measured using a Solartron data logger controlled 
by a PDP11/34 minicomputer, could be scanned at a rate of 
33 channels/s with a resolution of 1 /xV (which corresponds to 
0.015°C for chromel-constantan thermocouples), and the data 
were stored on magnetic discs and tapes for subsequent 
analysis. The overall accuracy of the measurement of the sur
face temperatures of the rotating disc depends on a number of 
factors, not least of which is the thermal-disturbance error of 
an embedded thermocouple (see [9]). However, for the tests 
reported in this paper, the temperatures are believed to be ac
curate to within ±0.5°C. 

For the flow visualization, the paxolin shroud was replaced 
by one made from transparent polycarbonate, and a 4-W 
argon-ion laser was used to illuminate the r-z plane of the 
cavity. "Slit illumination" was produced using cylindrical and 
biconvex lenses which converted the laser beam into a sheet of 
light approximately 2 mm thick and 100 mm wide. Clouds of 
white smoke (consisting of micron-sized oil particles), pro
duced by a Concept smoke generator, were injected into the 
inlet of the Secomak centrifugal fan and thence into the cavi
ty. Video recordings of the flow were made using a Sony video 
camera and monitor, and a Sanyo video recorder. 
Photographs of the flow structure were taken with a Canon 
AE1 35-mm camera and Ilford ASA 400 film. A motor-drive 
unit allowed the photographs to be taken at five frames per 
second with a shutter speed of l/90th second and an f2 aper
ture setting. 

2.2 Data Analysis. The temperature inside the down
stream disc was computed from the numerical solution of 
Fourier's heat conduction equation, which expressed in 
axisymmetric cylindrical polar coordinates is 

d2T 1 dT d2T 1 dT 

dr2 r dr dz ced dt 

The measured surface temperatures were smoothed (in both 
time and radial distance) and used as boundary conditions for 
the sides z = 0 (the cooled cavity-side face) and z=2l (the 
heated face) of the disc, and one-dimensional heat transfer 
boundary conditions were assumed at the outer radius, r = b, 
and at the inner radius, r = r,. For simplicity, the initial 
temperature at t=0 was obtained from linear, axial interpola
tion of the smoothed surface temperatures. 

Equation (2.1) was solved by finite difference techniques, 
using the Crank-Nicolson method, with 21 radial nodes 
(Ar=15 mm), 7 axial nodes (Az = 2.12 mm), and 100 time 
steps. At each time step, the local heat fluxes at the surface 
nodes (z = 0) were computed from second-order differences, 
and the convective flux qs was found by subtracting the 
estimated radiant flux from the total flux. The local Nusselt 
number Nu was then calculated from 

Nu = qsr/k(Ts-T{) (2.2) 

3 A Simple Model of the Flow and Heat Transfer in a 
Rotating Cavity With a Radial Outflow of Fluid 

3.1 The Isothermal Flow Structure. As stated in Section 
1, the flow structure can be considered to comprise a source 
region, Ekman layers, a sink layer, and an interior core. Owen 
et al. [12] applied the momentum-integral equations to the 
flow over the discs in the cavity and obtained solutions for V^, 
the tangential component of velocity (referred to a stationary 
frame of reference) outside the boundary layers. They solved 
both the "linear equations," where nonlinear inertial forces 
(which are often small compared with Coriolis forces) are 
neglected, and the "nonlinear equations" (where inertial 
forces may be significant). For the radial outflow case con
sidered here, although the solutions for V$ in the linear equa
tions diverge from those for the nonlinear equations as V^/Qr 
approaches zero, the linear solutions agree well with available 
experimental data for a wide range of flow rates and rota
tional speeds. 

From the linear solutions given in [12] for the radial outflow 
case, Qh the local volumetric flow rate in each Ekman layer, is 
related to V^ by 

-w-^H'-^-y (3-io) 
for laminar flow, and 

, - ^ - = 0 .140Re£ / 5 ( l—-*- ) xl3/5 (3Ab) 
vb \ tir / 

for turbulent flow. In the source region, fluid is entrained into 
the Ekman layers until the total flow rate in both layers 2Qt 

equals that supplied at the inlet Q. If all the available fluid is 
entrained at r=re, say, then for r>re (outside the source 
region) the flow rate in each Ekman layer is invariant with r 
and Qi = Q/2; equations (3.1) can then be used to calculate 
Vj,, the tangential component of velocity in the interior core. 
For r<re, in the source region itself, Q, can be calculated 
from equations (3.1) providing V^ is known: A simple way of 
doing this is presented below. 

When fluid enters the cavity, at r = a, via a porous inner 
shroud (as shown for the radial-inlet case in Fig. 3b), it is 
reasonable to assume that V<f> = Qa at r = a and that, outside 
the Ekman layers, the angular momentum of this fluid is con
served (that is, rV4> = const). Hence, for a<r<re (or c<x<xe, 
where c = a/b) it follows that 
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for turbulent flow.
This result differs from that derived by Owen et al. who

Vq,Jnr=c2x-2 (3.2)

Using this expression in equations (3.1) gives

~=ll"ReV,(x2 -c2) (3.3)
vb q,

for laminar flow, and

~=0.140Ref5(I-C2X-2)8/5x13/5 (3.4)
vb

for turbulent flow. The radial extent of the source region can
then be found from the condition that x=xe when Q,= Y2Q,
hence

'Y=0.665C;;;5/8Re~ (3.10)

Rogers [15] produced numerical solutions of the energy
integral equation used in conjunction with the nonlinear
momentum-integral equations. Although the solutions are on
ly strictly valid for the symmetrically heated cavity, they are
more general than those of Northrop and Owen, and they
cover the source region as well as the Ekman layers. Rogers'
nonlinear solutions are compared with measured local Nusselt
numbers in Section 4.

At high flow rates, the source region fills the entire cavity
and Ekman-layer flow does not occur. Under these condi
tions, the heat transfer becomes independent of rotational

(3.9)Nu = 1.625 CwPr (1- -y13/8)
471"x

where

assumed that the flow entered the cavity without swirl and that
the entrainment in the source region was the same as that for a
free disc. From their results

xe =AC;1 Rei v. (3.7)

for laminar flow, and

xe=BC~13Rei4/13 (3.8)

for turbulent flow. For the radial-inlet case, A = 0.424 and
B= 1.37. For the axial-inlet case, the above values of A and B
are still appropriate if the incoming flow is distributed equally
between the discs. If, however, the incoming flow impinges on
the downstream disc, forming a wall jet, then the appropriate
values are A =0.599 and B= 1.79.

3.2 Heat Transfer. Northrop and Owen [14] obtained
solutions of the energy-integral equation for turbulent
Ekman-layer flow. They ignored the source region and sink
layer, and assumed that Ekman layers extended over the entire
surfaces of the discs. They also neglected buoyancy effects and
assumed that the radial distribution of temperature was the
same for each disc (the so-called "symmetrically heated cav
ity"). For the case where (Ts - T,) OCX13/8 (which is an approx
imation of the disk temperatures used· in the experimental
work reported below), their solution for the local Nusselt
number is

(3.6)

(3.5)[
I ] 1/2

X = c2+-C Re-V,
e 271" w q,

for laminar flow, and

xe(l- C2X;2)8113 = 1.63C~13Rei41l3

(I) (Ii)

Flg.4(b) Reo =2 x 105

(i)
Flg.4(a) Reo = 105

(Ii)

(/) (ii)

Fig. 4(c) Reo = 6'~ 105

Fig, 4 The flow structure In a rotating cavity with a laminar radial
outflow 01 coolant, Cw = 440: (i) alb =0.1, and (II) alb =0.5, - denotes
edge of source region from equallon (3.5)
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speed, and Long [9] obtained the following approximate cor
relation for the 0.1 radius-ratio cavity with an axial inlet:

Nu = 1.46CZ':3G1I6 (3.11)

4 Experimental Results

4.1 Flow Visualization. Figures 4 and 5 show the
photographs that were taken using the flow visualization ap
paratus described in Section 2. The source region, Ekman
layers, and sink layer, (where smoke has penetrated) stand out
in white in contrast to the black interior core. The air entered
the cavity through the center of the upstream disc (at the bot
tom left-hand corner: of the photographs); for the 0.5 radius
ratio cavity, the inner shroud prevented illumination for
x<0.5, and this region appears black in the photographs.

Figures 4(a, b, c) are for Cw = 440, for which value the flow
in the Ekman layers is expected to be laminar (that is,
Re,< 180) for x>0.39. The value of Xe given by equation (3.5)
can be seen to produce a reasonable estimate of the size of the
source region for both values of alb. Figures 5(a, b, c) are for
Cw = 1760, for whichvalue the flow in the Ekman layers is ex
pected to be turbulent throughout the cavity, and equation

(i) (ii)
Fig. 5(a) Reo =3 x 105

x

(i) (ii)

Fig. 5(b) Reo = 6 x 105

Journal of Turbomachinery

(3.6) provides a reasonable approximation for the size of the
source region. Careful inspection of Fig. 5 shows that for
alb=O.l the incoming flow impinges on the downstream disc
forming a wall jet; for alb = 0.5, where there is a radial inlet,
the flow in the source region is more symmetric about the
midaxial plane. By contrast, Fig. 4 shows little evidence of a
wall jet, and the flow in the source region is reasonably sym
metric for both alb=O.1 and 0.5.

A series of tests was conducted for 440::s Cw ::s 1760 and
6 x 104 ::s Re<f> ::s 1.2 x 106 where the size of the source region
was measured (to within ± 10 mm) from video recordings.
The results are presented in Figs. 6 and 7 for laminar and tur
bulent flow, respectively. From Fig. 6, it can be seen that
equation (3.5) tends to underestimate the size of the source
region at the larger values of C:1 Rei \4, particularly for
alb=O.1. Similarly, Fig. 7 shows that equation (3.6)
underestimates xe for alb = 0.1, but the agreement between
the measured and theoretical values is good for alb = 0.5.

Also shown in Figs. 6 and 7, for alb = 0.1 are the values of
X e obtained from equations (3.7) and (3.8). The use of
A =0.424 (the radial-inlet value) in equation (3.7) and B = 1.79
(the "wall-jet" value) in equation (3.8) provides a good fit to
the experimental data. The use of the radial-inlet value for
laminar flow and the wall-jet value for turbulent flow is con
sistent with the photographic evidence presented in Figs. 4 and
5. It should be emphasized that, unlike equations (3.5) and
(3.6), equations (3.7) and (3.8) are only appropriate for small
values of alb where the flow enters the cavity with little or no
swirl.

4.2 Temperature Measurements. Most of the Nusselt
numbers presented below were obtained during cooling tests.
The downstream disc was heated to a maximum steady-state
temperature Tss of approximately 100°C; the heaters were
then turned off and the disc allowed to cool.

Typical temperature profiles of the front (cavity-side) face
of the heated disc are shown in Fig. 8 for Cw = 3500 and
Re<f> = 8 x 105 f(lr the 0.1 radius-ratio cavity. The dimen
sionless front-face temperature 8 is defined as

8= (Ts-Trer)/(Tss-Trer) (4.1)

where Ts is the local surface temperature and Trer is the
temperature of the cooling air. For the results shown in Fig. 8,
Tss = 97"C and Trer = 18°C. The time can be calculated from

(i) (ii)

Flg.5(c) Reo =8 x 105

Fig. 5 The flow structure in a rotating cavity with a turbulent radial
outflow of coolant, Cw =1760: (I) alb =0.1, and (i/) alb =0.5, - denotes
edge of source region from equation (3.6)
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Fig. 6 Variation of the size of the source region for laminar flow: (a) 
a/b = 0.1, (b) a/6 = 0.5; — equation (3.5); equation (3.7), A = 
0.424; equation (3.7), A = 0.599; measured values: • , C w = 440; * , 
0 ^ = 880 

t = NAt (4.2) 

where TV is the number of time steps from the start of the com
putation and At is the finite-difference time step (4 s in this 
case) used in the solution of Fourier's equation, which was 
discussed in Section 2. 

For the solution of the energy-integral equation, the time 
average of the measured disc surface temperatures was used as 
the boundary condition, and the measured cooling-air 
temperature was used to provide the initial condition. The 
cooling-air temperature was measured in the stationary pipe 
upstream of the cavity, and this provided a satisfactory 
measure of the inlet temperature for the 0.1 radius-ratio cav
ity. However, for the 0.5 radius-ratio cavity, allowance had to 
be made for the temperature rise that occurred up to x=0.5. 
As there were no thermocouples fitted to the rig for measuring 
the air temperature at *=0 .5 , separate measurements were 
made, after all heat transfer tests had been completed, with 
the outer shroud removed. This enabled a stationary 
temperature probe to be inserted between the two discs, and 
the temperature of the cooling air immediately downstream of 
the inner shroud was measured. From tests conducted at a 
number of rotational speeds and coolant flow rates, a correla
tion was obtained for the coolant inlet temperature at x= 0.5. 
This temperature, which could be up to 15°C higher than that 
measured in the stationary pipe, was used as the initial condi
tion for the solution of the energy-integral equation for the 0.5 
radius-ratio cavity. 

4.3 Local Nusselt Numbers. For the Nusselt numbers 
discussed below, the term "experimental measurements" is 
used to signify values obtained from the numerical solution of 
Fourier's equation. "Theory" is used for results obtained 
from the solution of the momentum- and energy-integral 
equations using the method of Rogers [15]. 

Figures 9, 10, and 11 show the effect of Reynolds number 
on the radial variation of Nusselt number for Cw = 3500, 7000, 
and 14,000, respectively. For these three flow rates, the flow 
should be turbulent throughout the cavity, and the approx
imate size of the source region can be estimated from equation 

0-3 0-4 
Cw5/13Red"4/13 

(b) 
Fig. 7 Variation of the size of the source region for turbulent flow: (a) 
a/b = 0.1, (b) 3/6 = 0.5; — equation (3.6); equation (3.8), B = 
1-3 7: equation (3.8), B = 1.79; measured values: . , C„, = 1200; A 
C„, = 1760 w 

Fig. 8 The radial variation of front-face surface temperature for 
Cw = 3500: Re^ = 8 x 105, a/b = 0.1, and At = 4.0 s 
Symbol + x A D o 
N, equation (4.2) 10 30 50 70 90 

(3.6). It follows that Ekman-layer flow should only occur (that 
is, xe < 1) if 

4.89C5/4 

R e ^ ( l - ( f l / ^ ( 4 - 3 ) 

Thus, for Cw = 3500, Ekman-layer flow is expected to occur 
for R e , ^ 1.3 x10 s for a/b = 0.1 and 2.3 xlO5 for a/b = 0.5; 
for C„, = 7000, Re < „>3 .2x l0 5 and 5 . 6 x 1 0 s ; and for 
CH, = 14,000, Re^,> 7.6 x10 s and 1.3 XlO6. 

Referring to Fig. 9, for Cw = 3500, both theory and experi
ment show that, for most cases, the local Nusselt numbers for 
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(3.6). It follows that Ekman-layer flow should only occur (that
is, xe < 1) if

R 4.89C~:4
e.. > (I _ (a/W)2 (4.3)

Thus, for C w = 3500, Ekman-layer flow is expected to occur
for Re",>1.3x105 for a/b=O.1 and 2.3x105 for a/b=0.5;
for C w =7000, Re.. >3.2x105 and 5.6x105 ; and for
C w =14,OOO, Re",>7.6x105 and 1.3 x 106 •

Referring to Fig. 9, for C w = 3500, both theory and experi
ment show that, for most cases, the local Nusselt numbers for

0·3
(W5/13 Re,j4113

(bl
Fig. 7 Variation of the size of the source region for turbulent flow: (a)
alb=0.1, (b) alb = 0.5; - equation (3.6); --- equation (3.8), B=
1.37; ..... equation (3.8), B=1.79; measured values: • C =1200' ..
Cw = 1760 'w "

Fig. 8 The radial variation of front·face surface
Cw =3500: Re.. = 8 x 105, a/b=0.1, and.o.t =4.0 s
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Fig. 6 Variation of the size of the source region for laminar flow: (a)
alb=0.1, (b) alb=0.5; - equation (3.5); --- equation (3.7), A=
0.424; ..... equation (3.7), A = 0.599; measured values: ., C w = 440; .. ,
Cw =880

where N is the number of time steps from the start of the com
putation and M is the finite-difference time step (4 s in this
case) used in the solution of Fourier's equation, which was
discussed in Section 2.

For the solution of the energy-integral equation, the time
average of the measured disc surface temperatures was used as
the boundary condition, and the measured cooling-air
temperature was used to provide the initial condition. The
cooling-air temperature was measured in the stationary pipe
upstream of the cavity, and this provided a satisfactory
measure of the inlet temperature for the 0.1 radius-ratio cav
ity. However, for the 0.5 radius-ratio cavity, allowance had to
be made for the temperature rise that occurred up to X= 0.5.
As there were no thermocouples fitted to the rig for measuring
the air temperature at x=0.5, separate measurements were
made, after all heat transfer tests had been completed, with
the outer shroud removed. This enabled a stationary
temperature probe to be inserted between the two discs, and
the temperature of the cooling air immediately downstream of
the inner shroud was measured. From tests conducted at a
number of rotational speeds and coolant flow rates, a correla
tion was obtained for the coolant inlet temperature at X= 0.5.
This temperature, which could be up to 15°C higher than that
measured in the stationary pipe, was used as the initial condi
tion for the solution of the energy-integral equation for the 0.5
radius-ratio cavity.

4.3 Local Nusselt Numbers. For the Nusselt numbers
discussed below, the term "experimental measurements" is
used to signify values obtained from the numerical solution of
Fourier's equation. "Theory" is used for results obtained
from the solution of the momentum- and energy-integral
equations using the method of Rogers [15].

Figures 9, 10, and 11 show the effect of Reynolds number
on the radial variation of Nusselt number for C w = 3500, 7000,
and 14,000, respectively. For these three flow rates, the flow
should be turbulent throughout the cavity, and the approx
imate size of the source region can be estimated from equation
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Fig. 9 The effect of Re, on the radial variation of Nu for C w -3500: 
(/) Re^ = 1 . 6 x 1 0 5 ; (if) R e ^ = 4 x 1 0 5 ; (///) R e ^ = 8 x 1 0 5 ; (Iv) 
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Fig. 10 The effect of Re, on the radial variation of Nu for C w = 7000: 
(/) R e ^ = 2 . 5 x 1 0 5 ; (/;) R e 0 = 6 x 1 O 5 ; (///) Re ,̂ = 1.2 x 106 ; (Iv) 
Rej ,=2x10 6 ; experimental measurements: o, a/fa = 0.1; • , a/fa = 0.5; 
theory: • •alb = 0.1; — a/6 = 0.5 

the 0.5 radius ratio cavity are smaller than those for the 0.1 
radius ratio. It can also be seen that the agreement between the 
experimental results and the theoretical values improves with 
increasing Re^,. The turning point in the theoretical curves 
marks the approximate limit of the source region: For smaller 
values of x, where the Ekman layers entrain fluid, Nu in-
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0 

Fig. 11 The effect of Re^ on the radial variation of Nu for 0 ^ = 14,000: 
(i) R e ^ = 2 . 5 x 1 0 5 ; (ii) R e 0 = 6 x 1 O s ; (iii) R e ^ = 1 . 2 x 1 o " 6 . 

(Iv) Re ( 4 =2x10 6 ; experimental measurements: o, a/6 = 0.1; 
a/6 = 0.b; theory: a/b = 0.1; a/6 = 0.5; wall-jet correlation, equa
tion (3.11): 

creases with increasing x; for larger values of x, where nonen-
training Ekman layers form, Nu decreases with increasing x. 
The latter effect is associated with "thermal saturation": The 
temperature of the fluid in the Ekman layer progressively ap
proaches that of the disc surface. Under certain conditions, 
particularly where the disc temperature decreases with increas
ing x, the temperature of the fluid in the Ekman layer can ex
ceed that of the disc, and negative Nusselt numbers (not 
shown here) have been predicted and measured. 

The results in Fig. 10, for Cw = 7000, show similar trends to 
those for Fig. 9. The theoretical and experimental Nusselt 
numbers for the 0.1 radius ratio are, in the main, larger than 
those for the 0.5 radius ratio. Also, the agreement between the 
theoretical curves and the experimental data improves with in
creasing Re^, and the radial position of the maximum Nusselt 
number is predicted accurately in most cases. 

In Fig. 11, for CM, = 14,000, the agreement between theory 
and experiment is not so good. However, it should be 
remembered that, at this flow rate, Ekman-layer flow is only 
expected to occur for Re^,>7.6xl05 for a/b = 0.1 and 
Re ,̂ > 1.3 X 106 for a/b = 0.5. For Reynolds numbers less than 
this, the experimental data tend to be significantly higher than 
the theoretical curves, particularly for a/b = 0.1. For these 
conditions the impinging flow has a significant effect on the 
heat transfer from the downstream disc. This is illustrated in 
Fig. 11 where, for the lower values of Re^,, the experimental 
measurements for a/b = 0.1 are closer to the "wall-jet correla
tion" (equation (3.11)) than they are to the theoretical curves. 
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As shown in [11], the transient temperature on a rotating 
disc can be predicted with reasonable accuracy even when 
there are significant errors in the convective boundary condi
tions. It was also shown in [16] that simple convective correla
tions obtained for plane discs can give reasonable temperature 
predictions on actual compressor discs. It is therefore ten
tatively suggested that, if Ekman-layer flow occurs (accord
ing to the criterion given in equation (4.3)), the Nusselt 
numbers produced by the solution of the momentum- and 
energy-integral equations should be adequate for design pur
poses. For higher flow rates, empirical correlations such as 
equation (3.11) may be acceptable. 

5 Conclusions 

Experiments have been conducted to determine the effect of 
inlet conditions on the flow and heat transfer in a rotating 
cavity with a radial outflow of air. The rig comprised two steel 
discs 762 mm in diameter, separated by an axial gap of 102 
mm, and a peripheral shroud, all of which could be rotated up 
to 2000 rpm. Air, at flow rates up to 0.1 kg/s, was admitted to 
the cavity either through a central hole 76 mm in diameter in 
one disc (the upstream disc) or through a porous inner shroud 
380 mm in diameter. These are referred to as the 0.1 and 0.5 
radius-ratio cavities, respectively, and for both cases air left 
the cavity via discrete holes in the peripheral shroud. 

Flow visualization was used to study the isothermal flow 
structure, and, at sufficiently high rotational speeds, Ekman-
layer flow was observed. Under these conditions, the flow 
structure comprised a source region, Ekman layers on each 
disc, a sink layer, and an interior core. A simple theoretical 
model was used to estimate the size of the source region for 
laminar and turbulent flow, and the agreement between 
measured and predicted values was reasonable for both the 0.1 
and 0.5 radius-ratio cavities. 

Heat transfer measurements were made by heating the 
downstream disc up to approximately 100°C and allowing it to 
cool. Using the transient temperature measurements as bound
ary conditions, the local heat fluxes (and hence the Nusselt 
numbers) were determined from the numerical solution of 
Fourier's conduction equation. These experimentally deter
mined local Nusselt numbers were compared with values ob
tained from the solution of the turbulent momentum- and 
energy-integral equations. Providing that the rotational speed 
was high enough to ensure that Ekman-layer flow occurred, 
the agreement between the experimental and theoretical local 
Nusselt numbers was, in the main, reasonable for both the 0.1 
and 0.5 radius-ratio cavities. Under these conditions, the local 
Nusselt numbers exhibited a maximum value at a radial loca
tion corresponding to the approximate edge of the source 
region, and the magnitude of the Nusselt number increased 
with increasing rotational speed and increasing coolant flow 
rate. If the flow rate were too high for Ekman layers to form, 

the measured Nusselt numbers tended to be significantly 
higher than the theoretical values. This was attributed to the 
formation of a wall jet on the heated disc, and the resulting 
heat transfer was virtually independent of rotational speed. 
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New Heat Transfer Gages for Use 
on Multilayered Substrates 
The paper describes a technique which enables measurements of the surface heat 
transfer rate to be made using thin-film gages deposited on a vitreous enamel-coated 
metal model. It is intended that this will have particular application in rotating tur
bine test rigs, where it offers considerable advantages over present techniques. These 
include ease of manufacture, instrumentation, durability, and lack of interference 
with the basic flow. The procedures for gage calibration and measurement process
ing are outlined, and the results of wind tunnel tests which confirm that the method 
is both practical and accurate are described. 

Introduction 
For many years, experimental research into aspects of the 

flow through gas turbine engine components has relied upon 
two-dimensional stationary models of the components 
mounted in wind tunnels, simulating an essentially "steady" 
flow. Although steady-flow cascade simulations have con
tributed greatly to the understanding of engine flows and are 
still required for many tasks, they do not entirely represent the 
rotational and unsteady nature of the engine flow. The con
siderable effect which flow unsteadiness may produce has 
been clearly demonstrated in studies of the boundary layer 
behavior of compressor blades by [1,2], and in low-speed tur
bine studies by [3, 4], 

In heat transfer research, in particular, there is a major gap 
between the information provided by conventional cascade 
tests (which suffer from poor flow modeling), and the high-
temperature fully rotating systems used in development trials, 
where the limitations on instrumentation severely restrict the 
quality and quantity of the measurements which may be made. 

1 Current Heat Transfer Techniques 

Many methods for the measurement of heat transfer rate 
rely on transient techniques, often in conjunction with short-
duration wind tunnels. The use of short-duration wind tunnels 
is very attractive, since the energy requirements are much 
lower than for equivalent continuous facilities. 

The model to be tested may be initially at room 
temperature, and the flow duration is so short that the 
temperature rises in the working section and the model are 
small. 

The I.L.P.T. (Isentropic Light Piston Tunnel) is a transient 
facility at Oxford [5] for testing fixed two-dimensional 
cascades at full-scale engine Reynolds and Mach numbers. 
Machinable glass model turbine blades are used, instrumented 
with thin-film surface resistance thermometers, which are ap

plied either by vacuum deposition, or by hand painting fol
lowed by firing, to the blade surface [6]. The range of simula
tion of such cascades may be extended by generating a time-
varying inlet flow to the cascade, where the parameters of the 
flow are chosen to simulate the major component of 
unsteadiness (i.e., that produced by the wakes shed by the 
blades in an upstream blade, row) [7]. Although the 
measurements reported in [7] clearly demonstrated the major 
heat transfer effects of flow unsteadiness and identified much 
of the unsteady boundary layer behavior, it is not possible for 
such simulations to reproduce all the complex phenomena 
(including, for example, the unsteady secondary flow 
behavior) which occur in the engine. 

To obtain measurements of the heat transfer rate to the 
blades under conditions which more nearly simulate the engine 
flow, rotation of the rotor blades is required. The purpose of 
this paper is to describe a new procedure for application to 
rotating test rigs, whereby it is hoped that detailed 
measurements similar to those of [7], although in a more exact 
simulation of the engine flow, may be obtained. Mechanical 
strength limitations prevent the use of machinable glass for 
rotating turbine blades and thus a system of instrumenting 
metal turbine blades with heat transfer gages is essential. 
Dunn [8] uses thin-film gages deposited on miniature quartz 
plugs inserted in metal blades, in a fully rotating turbine stage. 
This approach suffers from surface discontinuities in 
temperature, and possibly also height, and is effectively 
limited to "spot" measurements. Epstein et al. [9] have 
recently described the use of heat transfer gages consisting of 
thin-film resistance thermometers sputtered onto both sides of 
a flat 25-^m-thick poly amide sheet. It would be possible to use 
these gages in the manner described in this paper. 

on Multilayered Substrates: 
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Conference and Exhibit, Diisseldorf, Federal Republic of Germany, June 8-12, 
1986. Manuscript received at ASME Headquarters January 20, 1986. Paper No. 
86-GT-96. 

2 Thin-Film Gages 
Governing Equations 

This work proposes the use of metal turbine blades which 
are completely coated with an electrically insulating layer, and 
which may subsequently be instrumented with thin-film 
resistance gages. The conventional procedure (using a single-
layer substrate) is first outlined, since many of the techniques 
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/ 

Fig. 1 Thin-film gage on single layer semi-infinite substrate 

developed for this case may successfully be extended to 
multilayered substrates. The ensuing discussion will be brief; 
the details are described in [10] and more fully in [11]. 

2.1 Gage on Single-Layer Substrate. The conventional 
technique employs gages on a single-layer "semi-infinite" 
(within the timescale of the experiment) electrically insulating 
substrate (Fig. 1). For short times, and neglecting the thermal 
capacity of the film itself, it may be assumed that the one-
dimensional heat conduction equation governs the heat flow 
in the substrate, i.e. 

d2T i a r 
(1) 

(2) 

dx2 a 

dT 

dx 

= 0 

dt 

a t * = 0 

atA:=oo 

and the initial condition 

r=o a t ? = 0 

(3) 

(4) 
By taking the Laplace transform of equation (1), it may be 
shown [12] that 

qM = (pcks),/>Ts (5) 

where denotes Laplace transform and s is the Laplace 
transform variable. 

The change in resistance of the thin film is directly propor
tional to the change in surface temperature. Thus the surface 
heat transfer rate qs may be calculated from equation (5) 
either by a numerical calculation applied to a digital recording 
of the surface temperature signal [12], or by using an analogue 
[13, 14] to transform the temperature signal into the 
equivalent surface heat transfer rate. 

2.2 Gage on a Two-Layered Substrate. The thin-film gage 

Ov\\\VA\',\\\\VA\\\S\\\\\\\\\SW\\\\\\\\\\\\\V 
77', ' V'/'////,//^//// 
''• ' "Semi Infinite" '//) 

: insulating 
layer 

/ Metal Layer ;///, 

Fig. 2 Thin-film gage on two-layered substrate with semi-infinite metal 
layer 

-a_ P. 
Film 

/ 
' / • / / / / • • • • • • • • • - • - - • • • • • • ' 

/ •///,• Finite Metal 
'////// Layer 

insulating 
layer 

Fig. 3 Thin-film gage on two-layered substrate with finite metal layer 

on a two-layered substrate is shown schematically in Figs. 2 
and 3, where the second layer may be considered "finite" or 
"semi-infinite." The discussion of the use of such gages will 
be restricted here to the semi-infinite case. The governing one-
dimensional equations to be solved are 

d2T{ 1 dTt 

dx1 

d2T2 

dx2 

« i 

1 

a2 

dt 

dT2 

dt 

with the boundary conditions 

Qs=~k 

T{ = T2 

„ a r > _ 

dT 

dx 

h-
dT2 

r,=o 
dx 

Q<x<a 

a<x<°° 

x=0 

x=a 

x=a 

x = o° 

As shown in [11], the equations can be solved to obtain 

(1 +A exp{ -2a(s/a1)
A )) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

where A = [Vf^Ci^T) - V(p2c2*2)]/[V(>1c1^1) + ^J(j>2c2k2)]. 

For constant heat transfer rate, qs = Q/s, the surface 
temperature Ts(t) is given by 

N o m e n c l a t u r e 

J<J>\C\ki)-J(P2C2kd 
Kn 

A/D 
c 
c 

erfc 

h 
hit) 

H(s) 

i 

k 

Vt>lC,£,) + V(p2C2*2) 

= analogue to digital 
= specific heat capacity 
= distributed capacitance/ 

unit length 
= complimentary error 

function 
= heat transfer coefficient 
= gage s tep c a l i b r a t i o n 

function 
= Laplace transformed step 

calibration function 
= current 
= thermal conductivity 

mgc 
Nu 

Qs 
Q 
r 

Re 
5 
T 

t 
Tu 

U(t) 
V 

Va 

analogue calibration 
constant 
machinable glass ceramic 
Nusselt number 
surface heat transfer rate 
constant heat transfer rate 
resistance/unit length 
Reynolds number 
Laplace transform variable 
temperature rise during 
experiment 
time 
overall turbulence intensity, 
percent 
unit step function 
voltage 
analogue output voltage 

V0 = 
x = 

«R 

film set voltage 
vertical coordinate 
thermal diffusivity 
temperature coefficient 
resistance 
density 

of 

r_p2c2k2_Y' 
L plclkl J 

Subscripts and Superscripts 
0 = stagnation 
1 = insulating layer 
2 = second layer 
s = surface 

- = Laplace transform 
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Fig.5 Simple circuit lor measurement ol-J(piiic) Irom [12}

The test must be conducted within a sufficiently short time,
which depends upon the film dimensions, for the process to re
main one dimensional.

The determination of the extra constants ..J(P2C2k2) and
a/k l , required for the use of multilayered gages, will now be
considered.

3.3 Determination of a/kl> ..J(P2C2k2)' Explicit deter
minations of local values of a/k l at each instrumented point
on a model cannot satisfactorily be performed from separate
measurements of a and k l' as the properties of deposited
layers differ markedly from the bulk properties of the
material, so that k( cannot be assumed known. A technique
has been devised in this study, to allow the electrical discharge
calibration technique to be extended to determine both a/k,
and ..J(P2C2k2)'

For a step in heat transfer rate applied to the surface, from
equation (13),

Ts(t) 2Q [(thr) v, +2nfA n [(tI7r) v, exp [ - n
2
a

2
] ,

..J(Plclkl) n~1 alt

- ':'!-- erfC(na/(alt)V,)]]
-val

As shown in [11), for large t

tion (12), ..J(P2C2k2) of the base metal as well as ..J(PI c i k,) of
the coating is required. In addition, the ratio a/.Ja; or a/kl
(since ..J(Plclkl ) must be known) must be determined.

(b) Thermal ProduCt..J(PIClk1). To determine ..J(PICikl)
of the top layer, electrical discharge methods [12] and/or ra
diant heating methods may be used. The electrical discharge
method has proved more useful for this work, but the use of a
radiant method for calibration will be described in section 5.1,
and is fully described in [11].

For the discharge calibration technique, the temperature
response of the substrate to a step in surface heat transfer is
monitored by suddenly applying a constant current through
the film (producing ohmic heating) and monitoring the change
in film resistance (hence temperature). A simplified bridge cir
cuit from [12), which applies a current step to the film, is
shown in Fig. 5.

The test is first conducted in vacuum or still air, where the
heat loss to the surroundings is negligible in comparison with
the heat transferred by conduction to the substrate, and the
change in film voltage .iVI (t) is recorded.

Repeating the test, with the film surface covered in a liquid
of known thermal properties such as glycerine, and again
recording the change in film voltage .iV2(t) , it may be shown
[l5] that

(14)
..J(PCk)glycerine

- ':'!-- erfC(na/(alt)Vl)]] (13)
'Val

For this case, again, numerical computation may be used
to establish the surface heat flux from the temperature signal.
Alternatively, an electrical analogue may again be used,
though in this case an analytic correction must be made to the
analogue output signal (since the analogue only models case
(a) exactly).

3 Construction and Calibration of Multilayered
Models

3.1 Construction

(a) Requirements of the Coating. The coating was re
quired to

(I) provide an electrically insulating layer
(iI) adhere well to the base metal
(iii) provide a smooth or polishable surface for ease of in

strumentation

An alternative to instrumenting a coated blade is to use a
thin polyamide film (Kapton) as used in [9], instrumented with
films by vacuum deposition, which may subsequently be at
tached to the blade surface. This approach was fully tested (as
reported in [11]), but found to suffer from several limitations,
namely:

(I) the problems of satisfactory vacuum deposition of the
films

(iI) the problems of successfully wrapping the instrumented
film around the highly curved blade surfaces, without
introducing discontinuities or damaging the films

(iii) the restriction to comparatively low flow temperatures

The preferred method for thin-film instrumentation was by
hand painting folloy.'ed by firing, directly on a coated blade.
For this process, it is necessary for the coating to withstand
temperatures of approximately 650°C used in firing the
platinum paint, and secondly for the coating to remain imper
vious to the paint, before and during the firing.

(b) Recommended Coating. A coating of vitreous
enamel fired onto mild steel (ENIA) was found to satisfy the
above requirements [11]. Cylinder models machined from
mild steel were constructed, followed by enameling and in
strumentation (Fig. 4) to test the technique.

3.2 Calibration

(a) Temperature Coefficient aR' aR relates the fluc
tuating voltage across the film to the surface temperature Ts •

The calibration of the gage is commonly done by immersing
the model in a deionized water bath, since the operating range
is 20° -90·C.

For a single-layer substrate, from equation (5), all that re
mains to be determined is the thermal product ..J(pck) of the
substrate material. For the two-layered substrate, from equa-

Journal o'f Turbomachinery JULY 1986, Vol. 108/155

Downloaded 01 Jun 2010 to 171.66.16.52. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



// "̂' 

-^"l 

/ 1 

/ ]/. I i 

^ ^ 

^ 

r 

, - 3 

• ^ i. 

j 

2 3 
Vtime 

5 
sees. X10"' 

Fig. 6 Predicted surface temperature signals for step in heat transfer 
rate: (1) insulator alone; (2) metal alone; (3) insulator coated metal 
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(15) 

*'-[-f]"-ft-^-]"'^«"+^'*»"' <"> 

• irp2c2K"2 J kt 

which is effectively the temperature which would be recorded 
from a gage on metal alone, with an offset to account for the 
presence of the insulator. 

For short times 

TA0 = 2Q\ ~ V (16) 

Figure 6 shows the predicted surface temperatures for metal 
alone, insulator alone, and insulator-coated metal. The time 
corresponding to the intersection of equations (15) and (16), 
which both describe straight lines in Vtime, is given by 

k ' 

and is referred to as the "switch" point. ^I(p1clkl) for the in
sulator is known from the standard air-glycerine test. The 
ratio of the slope of the line obtained in plotting 7^(0 against 
•ft, in equation (15), to that from equation (16), is 

(ft2C2k2)
V> 

(PlCl*!)*4 

thus V(p2c2/t2)
 c a n b e determined, and hence a/k{ obtained 

from equation (17). 

4 Determination of Surface Heat Transfer Rate Using 
Gage on Multilayered Substrate 

As mentioned in section 2, the surface heat transfer rate 
may be evaluated from the temperature response of the film, 
either by purely numerical means, or by using an electrical 
analogue, together with an analytic correction. For the purely 
numerical calculation, equations (6) and (7) are solved with 
the boundary condition 

r, = r,(Oatjf=o (18) 
where Ts(t) is the temperature measured by the film, together 
with boundary conditions (9), (10), and (11) and an initial con
dition (4). A large number of standard numerical procedures 
may be used, such as a simple finite-difference scheme [11]. 

The purely numerical computation of the surface heat flux 
from a digitally recorded heat flux signal introduces 
undesirable noise, however. It may be shown that noise, 
whether interference, or due to digital conversion present in 
the temperature signal, is greatly magnified in the numerical 
computation of qs from 7^. In principle, such effects may be 
minimized by using high-precision AID converters and low-
noise temperature amplifiers. The approach preferred for this 
work, however, involved the use of electrical analogue cir
cuits, which, as mentioned, exactly model the one-layer case, 
together with an analytic correction to accommodate the 
second layer. It has been shown [12-14] that an ideal RC 
transmission line analogue circuit is analogous to the semi-

Bias 
to set 
him i Current < 

MT h" 

" ' I c i c l e " 
R, J » 1 1 ' T 0 ' R U F T 0 ' 2 , " : 

Vottage (Meyer circuit) 
output 

• '5V AMPLIFIER 

VJI/' 
Output 

-p0O2j jF 

4 .15 V 

Fig. 7 Typical electrical analogue circuit for thin film use; from [5] 

infinite heat transfer case where qs is analogous to / and T to 
V. A typical analogue circuit (from [5]) is shown in Fig. 7. The 
constant current source is adjusted so that, for T=0, the film 
voltage is K0. The change in voltage when the film is at a 
temperature T is given by 

V=aRV0T (19) 

The current r , Vl 

~i=sVll7\ aRV°T (20) 

It may be shown [12], that for this single-layer case 

(pek) 

« R 
— ["—1 Volci 

(21) 

Hence the surface heat transfer rate is directly proportional to 
the analogue current. 

The general relationship between the surface heat transfer 
rate and the surface temperature Ts for any thin-film gage on 
a multilayer substrate may be expressed as 

gs(s)=F(s)fs (22) 

From (19), (20), and (21), the analogue voltage output is given 
by 

V=-
sv'V 

-s*aT, (23) 

(24) 

Ka Ka 

where Ka = analogue calibration constant. Thus, 

T KaF(s)Va 

If we define, for the gage, a step calibration function h(t) with 
Laplace transform 

^ ( p - e f f i v * (25) 

then (23) may be expressed as 

&(*) = ^ - # C s ) ( P i C i * i ) M (26) 

Then inverting equation (26) gives 

<is(t) = -^rh(t)(Piclkiy
A (27) 

The digitally sampled analogue output signal (23) can be con
sidered to be a series of step functions such that 

where U(t—r) is the unit step function. 
The Laplace transform of equation (28) is 

Va{s)= 2 > „ — -

where tn = nr and «„ = VJJIT) - Va(n - 1)T. Then 

g's(s) = -^-H(s)(plclkl)'
/' Va(s) 

aVn 

(28) 

(29) 

(30) 

so 

Ut)--
K, 

av0 

°- (plclk1)»LW-nMV.(nT)- Va(n-l))r (31) 
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Fig. 10 Measured surface temperature response for enamel/steel 
cylinder in air 

KEY 
• EXPER1DENTAL CALIBRATION OF FILtl ON ENAtlEL. 

" EXACT l-D SEM-INFINITE SOLUTION. 

O NUMERICAL SOLN. : 2 MM FILM 

«1 0"' , 

scaled to normalised 
numerical solution 

8 . 1 0 . 6 0.Q 

SORT <TI f1E) 5K0KW 1 " 

Fig. 11 Comparison of experimental calibration of film on enamel/steel 
cylinder with exact one-dimensional semi-infinite solution and two-
dimensional numerical solution 

Thus for a gage on any multilayered substrate, only h(f) is 
needed to determine the heat transfer rate from the analogue 
output. 

For the single-layer, semi-infinite gage, h(t) = u{t), the unit 
step. For the two-layered, semi-infinite gage considered here, 
from (12), 

hit) = 1 + 2 j ] ( - I ) m y4 m er fc -^L^ 
m=i v ( a i 0 

Material 

Table 1 Thermal products 

Source y/(pck), 
J m - 2 s - w K - 1 

Glycerine 925 
Macor machinable glass 1808 
EN1A mild steel 14186 
Vitreous enamel 1468 
Kapton 560 

[12] 
calibration 
TPRC data series 
calibration 
calibration 

Thus, as stated in section (3), the heat transfer rate for a gage 
on a two-layered composite with semi-infinite metal layer can 
be determined from equation (31) if *J(piclk:l), V ( ^ c ^ 7 ) , and 
a/Jcxi = (a/ki) V(pjcj^7) are known. 

5 Experimental Results 

Testing of the electrical discharge calibration technique and 
result processing method was carried out using circular 
cylinder models approximately 13 mm in diameter, machined 
from mild steel with the central span coated with vitreous 
enamel of thickness approximately 200 ^m (Fig. 4). After 
calibration, the models were used to measure the stagnation 
point heat transfer for a cylinder in cross flow, using the Isen-
tropic Light Piston Tunnel at Oxford. The results obtained us
ing the new two-layer technique were compared with those 
from testing a single-layer machinable glass ceramic cylinder 
and processing using the existing one-layer technique, and in
dependently, with an accepted correlation [15], for stagnation 
point circular cylinder heat transfer. 

5.1 Model Calibration. The air-glycerine calibration 
technique [16] was used to obtain VOs^fc,) of the enamel, 
and the typical temperature versus Vtlme traces are shown in 
Figs. 8 and 9, giving a value of 1468 J m~2s~' / 2K~' for 
V(PICI&7) of the enamel layer. 

The temperature-Vtime trace for a test of longer duration, 
2.6 s, is shown in Fig. 10, clearly exhibiting the form of Fig. 6. 
The analysis of sections 3 and 4 assumed that the one-
dimensional heat conduction equation was valid throughout 
the test, or equivalently, that the whole surface of the 
substrate is heated. Since the film itself is the surface heat 
source, the heat produced by ohmic dissipation is applied to a 
narrow strip of the width of the film (maximum width typ
ically 2 mm). Further analysis and numerical methods [11], 
combined with practical calibrations, illustrated that two-
dimensional conduction within the substrate may become 
significant at a time depending on coating properties, 
thickness, and base properties. The effect of two-dimensional 
conduction results in a lowering of the second part of the 
curve from the ideal one-dimensional two-layer semi-infinite 
solution. This is illustrated in Fig. 11, where the trace from the 
calibration using a film of width 2 mm is plotted with the ex
act one-dimensional solution, and with the solution from a 
two-dimensional numerical scheme. As can be seen, the one-
dimensional assumption is valid up to the switch point. A 
modified procedure of calibration was thus adopted, since the 
slope of the second part of the curve is grossly affected by 
lateral conduction. A line of best fit is drawn to the first sec
tion of the curve, and its slope calculated. For models where 
the thermal properties of the second layer are known to a good 
degree of precision, as is certainly the case for mild steel, the 
second line can be fitted to the second section of the curve, so 
that it is tangential to the curve in the region where the switch 
point is expected to occur, and such that its slope is in the ratio 

1 

slope 1 ^(plclkl) 

slope 2 

V(p2c2£2) 

Journal of Turbomachinery JULY 1986, Vol. 108/157 

Downloaded 01 Jun 2010 to 171.66.16.52. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.2 0 .1 0.G 0.8 
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Fig. 14 Reconstructed surface temperature for machinable glass 
cylinder 
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Fig, 12(b) Reconstructed heat transfer rate for enamel/steel cylinder 
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Fig. 15 Plot of Nu/Re1/2 for machinable glass cylinder 
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Fig. 13 Stagnation point heat transfer rate for machinable glass 
cylinder, sampled by transient recorder 

where ~4(p\£\k\) has been determined from an air-glycerine 
test and V^c^T) is known. This contrasts with the procedure 
outlined in sections 3 and 4, where the second line is drawn as 
a least-squares fit to the second part of the curve. 

For the trace shown in Fig. 10 the "switch point" or point 
of intersection was found to occur at 0.20 (s)'/2, which resulted 
in a value of 1.39 X 10 -4 for the constant a/kx. 

In view of the difficulties associated with lateral conduction 
in the electrical discharge calibration, a simple system of 
radiative heating [11] was used in conjunction with the elec
trical discharge technique, with an element from a car 
cigarette lighter powered by a 12-V battery being used as the 
heat source. A camera shutter was used to apply a step in heat 
flux to the surface of the model, over an area much larger than 
the gage. The surface temperature response can thus be ob
tained from the film output voltage. For the purpose of these 
tests, however, the use of the radiant testing was restricted to 
checking the accuracy of the calibration constants obtained 
from the electrical discharge tests. A battery-powered elec
trical analogue was used to apply 1 V across the film, and a 

thin coating of matte black paint was sprayed across the whole 
surface. Heat was provided to the surface for a finite length of 
time and the analogue output was recorded on a DATALAB 
Transient recorder. The calibrations obtained in this study are 
summarized in Table 1. 

From equation (31), it was shown that if the analogue out
put Va(f) is represented as a series of steps, then if the 
parameters VG^c^,) and a/kl have been correctly obtained, 
the reconstructed qs for the radiant test will be a step. 

A sampled analogue output and the reconstructed heat 
transfer rate using the calibrated values are shown in Figs. 
12(a) and 12(6) for a gage on a two-layer model. It can be seen 
that the reconstructed qs is a step function. 

5.2 Wind Tunnel Testing. Separate tests were performed in 
which one of two enamel/steel circular cylinder models or a 
machinable glass cylinder model was placed in the working 
section of the Isentropic Light Piston Tunnel at Oxford, in 
front of a cascade of turbine blades. The I.L. P.T. provides a 
constant property flow of warm (432 K) air for about 0.4 s. 
Two independent data acquisition systems were used to record 
the output signals from the heat transfer analogue circuits, 
namely a PDP 11/34A computer at a sampling rate of 330 Hz 
and a "stand-alone" transient recorder (Datalab model 
DL2800) at a sampling rate of 5 kHz. 

During the course of a run, the heat transfer from the warm 
air to the model surface may produce an appreciable rise in 
surface temperature. In order to correct for the consequent 
drop in heat flux caused by the drop in the driving temperature 
potential the surface temperature rise must also be known. As 
discussed by [5], however, the temperature signal can easily be 
reconstructed from the surface heat transfer rate to an ex
cellent degree of accuracy. This optimizes the amount of data 
available per tunnel run and avoids the need for separate 
recordings of the temperature. 

Single Layer Substrate. The measured heat transfer rate 
trace using the conventional technique is shown in Fig. 13, and 
the corresponding reconstructed surface temperature rise in 
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Fig. 16 Analogue output for enamel/steel cylinder 
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Fig. 18 Reconstructed surface temperature rise for enamel/steel 
cylinder 
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Fig. 17 Uncorrected analogue output (a) and corrected heat transfer 
rate (b) for enamel/steel cylinder 

Fig. 19 Plot of Nu/ReV2 for enamel/steel cylinder 
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Fig. 14. The heat transfer rate is obtained directly from the 
calibrated sampled analogue output voltage. The measured 
values of the heat transfer rate at the cylinder stagnation point 
were compared with the correlation of Lowery and Vachon 
[15]. For Tu = 0, Nu/Re^ = 1.01. 

The Nusselt number Nu = hl/k, where / is a characteristic 
body length (= diameter for a cylinder), k is the local thermal 
conductivity of the freestream and h = qs/(T0 — Ts) is the heat 
transfer coefficient, with T0 the stagnation and 7^ the surface 
temperature. 

A plot of Nu/Re'7' against time, which removes effects 
caused by slight oscillations in flow conditions and the change 
of Ts with time is shown in Fig. 15 for the machinable glass 
cylinder. This shows excellent agreement with Lowery and 
Vachon's correlation. Point-by-point comparisons of the 
measured qs with qs predicted from [15] give agreement to 
within 3 percent. 

Two-Layered Substrate. The sampled analogue output 
voltage is shown in Fig. 16. This is no longer the actual heat 
transfer rate, as in the single-layer output, but must be cor
rected, from equation (31). The corrected, actual heat transfer 
rate and the raw analogue output are superimposed in Fig. 17, 
showing the magnitude of the correction. A plot of the 
reconstructed surface temperature rise is shown in Fig. 18, and 
it can be seen that it is much less than for the insulating model 
and approaches steady-state conditions. The plot of Nu/Re' / ! 

against time is shown in Fig. 19, and illustrates that the overall 
accuracy is very good. Point-by-point comparison of qs 

measured with qs predicted gives agreement to within 4 
percent. 

A comparison between the stagnation point heat transfer 
rate using an electrical analogue, and that computed directly 
from a recorded temperature signal is shown in Fig. 20. The 
agreement is very good, but shows that the trace computed 
purely numerically is far noisier than that obtained using an 
analogue. Numerical filtering of the temperature signal would 

<\>:>-\ 

Fig. 20 Comparison of heat flux obtained from corrected analogue out
put with that from numerical computation using surface temperature 

reduce this noise. The use of the analogue together with the 
correction is, however, very advantageous. 

6 Conclusions 

A new, accurate and computationally efficient method for 
determining the surface heat flux to a multilayered model tur
bine blade has been developed. Development tests indicate 
that vitreous enameling was the preferred method for produc
ing a tough insulating coating. New procedures have been 
described to enable the relevant properties of such coatings to 
be established. Analytic processing procedures have been 
found which allow electronic circuitry, or numerical methods 
to measure the surface heat flux on a model instrumented with 
thin-film gages. The gage system described here is now in use 
on steel NGV blades under test in the short-duration annular 
cascade tunnel [17] at RAE Pyestock. 
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